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Abstract

Decentralized diagnosis of discrete event systems consists in detecting faults in discrete event sys-
tems by using decentralized architectures. In particular, inference-based diagnosis is a decentralized
architecture of interest, since it is more general than several other decentralized architectures. In this
paper, we first propose a method that realizes a diagnosis objective D by an arborescent architecture
(or tree). Each leaf of the tree is a decentralized diagnosis, and each node n is a disjunction or con-
junction of the diagnosis decisions of the two children of n. Then, we show that if inference-based
diagnosis is applicable to D, then all the leafs of the obtained tree are basic decentralized diagnosers.
This implies that every inference-based diagnosis is realizable by a combination of basic decentralized
diagnosers.

1 Introduction

The objective of diagnosis is to detect faults (or failures) in the behavior of a plant modeled as a discrete
event system (DES). [1, 2, 3] are among the pioneering studies on diagnosis of DES. Several studies
have followed, like [4, 5, 6, 7, 8, 9, 10, 11, 12]. Some authors study the diagnosis of specific DES,
for example decentralized or distributed diagnosis [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24], and
diagnosis with timing requirements [25, 8, 26, 27, 28, 10, 29].

The study of this paper is in the category of decentralized diagnosis, where several local diag-
nosers observe the plant and cooperate to generate decisions. A decision is a verdict of the presence
or absence of fault. The authors of [14, 19] propose decentralized diagnosis architectures consisting of
simple diagnosers to detect the presence or absence of faults. They also propose more elaborate and
general diagnosers that generate conditional decisions. The authors of [17, 18, 23] propose inference-
based diagnosis that generalizes significantly several existing architectures, e.g. those of [14, 19]. In
inference-based diagnosis, each decision made by a local diagnoser is associated to an ambiguity level,
and the global decision actually made is the local decision with the smallest ambiguity level. Another
particularity of inference-based diagnosis, is that three decisions are possible, instead of only two: 0, for
the presence of fault; 1, for the absence of fault; and ¢ when the diagnoser cannot determine if a fault
has occurred or not. In several previous studies, 0 and ¢ are not distinguished.

We propose a procedure that, given a decentralized diagnosis objective D, constructs an arbores-
cent architecture (or tree) that realizes D. Each leaf of the tree represents a decentralized diagnosis
architecture, and each node n is a disjunction or conjunction of the decisions of the two children of n.
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We consider the case where D is realizable by inference-based diagnosis and show that in the obtained
tree, every leaf is a basic decentralized diagnoser, i.e. a diagnoser of the simplest category of decentral-
ized diagnosers. Therefore, every inference-based diagnosis (which may be nonintuitive and difficult to
apprehend) is realizable by a combination of basic decentralized diagnosers.

The arborescent architecture has recently been proposed in supervisory control [30]. Despite the
analogy between supervisory control and diagnosis, the adaptation of [30] to diagnosis is not an easy
task because there exist fundamental differences between the two areas.

The rest of the paper is organized a follows. In Sect. 2, we introduce diagnosis of DES with emphasis
on inference-based diagnosis. Sect. 3 presents the three basic decentralized diagnosers used in our
proposition. Sect. 4 presents the methodology to construct an arborescent architecture realizing a given
diagnosis objective D. In Sect. 5, we study the tree construction when inference-based diagnosis is
applicable to D. In Section 6, we conclude our study.

For lack of space, the proofs of our results (propositions, lemmas and theorems) are omitted.

2 Diagnosis of Discrete Event Systems

2.1 Generalities on Discrete Event Systems

Alphabet denotes a finite set of discrete events, trace denotes a finite sequence of discrete events, and
language denotes a set of traces. ¢ denotes the empty trace, and |A| denotes the length of a trace A. If
Y is an alphabet, ¥* denotes the (infinite) language containing all the traces constructed from events of
Y. Consider two traces A and p s.t. A = p« for some trace o: p is said a prefix of A, and A is said a
postfix of . L denotes the set of prefixes of a language L. L is said prefix-closed if L = L. Given two
languages L and K, L\ K is the language obtained by removing from L all the traces of K. P;(L) and
Pi_1 (L) denote the usual projection and inverse projection of a language L in an alphabet %;.

A discrete event system (DES) is modeled by a regular language containing all the traces it can
execute. Therefore, a DES is also modeled by a finite state automaton (FSA) A = (Q, %, 6, qo), where
@ is a finite set of states, qo € () is the initial state, 3 is an alphabet, and the transitions are specified by
a partial function ¢ : Q@ XX — Q. The language of A contains the traces leading from ¢q to the states in

Q.

2.2 Introduction to Diagnosis

Consider a DES, called plant, modeled by a FSA A = (Q, X, 6, o), and let £ be the (prefix-closed)
language of A. Some events in ¥ model the occurrence of faults (or failures). For our study, we
consider only one of these events, which is noted f. When there are several faulty events that must be
distinguished, the same study must be repeated for each faulty event. £ is partitioned in two languages:
‘H contains the traces of £ without f, and F contains the traces of £ with at least one occurrence of f.
Formally, F= {\ € £|Ju,v € ¥*,\= ufv}, and H=L\F. We also define F™ ={\ € F|Ju,v €
¥, Jv| > m, A=ufv} CF, which contains the traces with a fault followed by at least m events. Note
that FUH =L, FNH=0,and FO=F. H is prefix-closed, which means that if a trace is non-faulty
then its “past” (i.e. all its prefixes) is non-faulty. F is postfix-closed, i.e. FX* N £ =F, which means
that if a trace is faulty then its “future” (i.e. all its postfixes) is faulty.

Several variants of diagnosis objectives can be found in the literature. We adopt the objective of [17,
23]. A diagnoser observes the behavior of the plant and takes one of the following decisions: 1 (resp. 0)
when it is certain that f has (resp. has not) occurred, and ¢ when it is uncertain whether f has occurred
or not. f is unobservable for the diagnoser, otherwise the diagnosis is trivial. Let Diag(\) € {1,0, ¢}
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be the decision made by the diagnoser when the plant has executed a trace A € £. The objective is to
respect Egs. (1,2,3) [17, 23]:

Im > 0s.t.: VA € F, Diag(\) =1 (1)
VA € F, Diag()\) # 0 )
VA € H,Diag(\) # 1 3)

Eq. (1) means that a fault occurrence is detected after a bounded number of events, and Eqgs. (2,3)
mean that the decisions are not erroneous.

Eqgs. (1,2) are with respect to (or w.r.t) F, and Eq. (3) is w.r.t . We can also say that Egs. (1,2,3)
are w.r.t (F,H). This remark is relevant, because in our proposition we will decompose F and H, and
thus we will have to define Egs. (1,2,3) w.r.t (4, V), whered C F and V C H.

We make the following assumptions [2]:

Al There is a transition at each state of 4.
A2 Every cycle of A contains at least one event observable at by the diagnoser.

Al is used for simplicity and can be easily relaxed [2]. A2 is necessary to detect faults within
bounded delays.

To every diagnosis architecture X, are associated a property called X-diagnosability and a cate-
gory of diagnosers called X-diagnosers, s.t. the following equivalence is respected: there exists an
X-diagnoser satisfying Egs. (1,2,3) w.r.t (F,H) iff (F,H) is X-diagnosable.

In decentralized diagnosis, the most generally adopted model is that n local diagnosers (D;);cr
(I = {1,2,--- ,n}) observe the plant and take local decisions based on their observations; a global
decision is generated by combining in a certain way the n local decisions. Each D; has a partial view of
the plant, i.e. it observes only the events that belongs to some ¥; C .

The following proposition will be necessary to clarify certain aspects of our arborescent methodol-

ogy:

Proposition 1. We have the following two properties:
L FO [N PTHR(H)] #0,
2. HO[Niey PTPA(F)] #0.

These two properties are deduced from the fact that for every trace A € H s.t. \f € F, we have
AEHNNe P P(F)] and A f € FN [N, P Pi(H)]. These two properties are relevant from the
fact that in our arborescent methodology, we decompose F and H (respecting the two properties), which
implies the use of pairs (U, V), where U C F and V C H. This will justify the use of two specific basic
diagnosers: F-diagnoser and NF-diagnoser, which are applied for pairs (U, V) not satisfying Property 1
and Property 2, respectively.

2.3 Inference-Based Diagnosis

Inference-based diagnosis of [23] is based on the following iterative languages F[k| and [k] which
are also the basis of our arborescent methodology: F[0] = F, H[0] = H, and for k > 0: F[k+1] =
FIk] O [Nier P Pi(HIKD)] and H[k+1] = H[k] 0[N, P Pi(FIE])].
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Proposition 2. Here are some properties of F[k| and H]k]:
1. Flk+1)C FIk] and H[k+1] CH[k] Yk > 0.
2. If Flk+1)=F[k] and H[k+1)="H[k] for some k > 0, then F[i|=F|k] and H[i|=H[k] Vi > k.
3. If F[k]| =0 for some k>0, then F[i]=H][i] = 0 Vi>k.
4. If Flk + 2] = FIk] for some k > 0, then Fi| = F|k] and H]i + 1] = H[k + 1] Vi > E.
Properties 3 and 4 also hold if F and H are switched.

In inference-based diagnosis [23], when the plant has executed a trace A € L, every D; has observed
P;(\) and computes a pair Diag;(P;(\)) = (d;(P;(N\)), ni(P;(N))), where d;(P;()\)) € {1,0,¢} is a
local decision, and n;(P;(\)) is a nonnegative integer representing an ambiguity level. The global
decision Diag () is the local decision with the smallest ambiguity level. d;(P;()\)) and n;(P;(\)) are
computed in a rigorous way, which is however quite complex and nonintuitive. We do not present
such computation which is not indispensable for understanding arborescent framework. Let us however
present some notions and results.

An N-Inferring diagnoser is a specific diagnoser used in inference-based diagnosis whose maximum
ambiguity level is IV, and N-Inference F-diagnosability is the corresponding diagnosability. The authors
of [23] prove that N-Inference F-diagnosability is necessary and sufficient for the existence of an V-
Inferring diagnoser that respects Eqs. (1,2,3). They also prove that N-Inference F-diagnosability gener-
alizes the diagnosabilities defined in [14, 16, 19]. More precisely, they prove that: Inf,-F-diagnosability
0-Inference F-diagnosability is equivalent to codiagnosability of [16], and Inf,-F-diagnosability 1-
Inference F-diagnosability implies COND-F-CODIAG of [14, 19]. We complete the comparison by:

Proposition 3. 0-Inference F-diagnosability is equivalent to F-CODIAG of [14, 19].

3 Basic Diagnosers That Constitute The Tree

As mentioned in Sect. 2, our arborescent methodology is based on decomposing the diagnosis of (F, H)
into a combination of diagnoses of several pairs, where each pair (/,V) is s.t. Y4 C F and V C H.
Depending on characteristics of each pair (U, V), it is diagnosed by one of the three basic decentralized
diagnosers: Inf-F-diagnoser, F-diagnoser or NF-diagnoser that we present in this section. These are
the only diagnosers that are used in our arborescent methodology. By diagnosing a pair (i, V), we mean
observing the behavior of the plant and making decisions (1, 0, ¢) that satisfy Egs. (1,2,3) w.r.t (U, V),
instead of w.r.t (F,H). Therefore, the decisions of each diagnoser will be computed as functions of
(U, V), instead of (F,H). Henceforth, the fact that /{ C F and V C H is implicit.

As we will see, Inf ,-F-diagnoser is applied to pairs (U, V) respecting the two properties of Prop. 1,
while F-diagnoser and NF-diagnoser are respectively applied to pairs (U, V) not respecting properties 1
and 2 of Prop. 1.

3.1 Inf,-F-diagnoser

The local decisions (Diag,(P;())))icr and the global decision Diag(\) of Inf ,-F-diagnoser are com-
puted as follows:
1 it P(\) € PU)\P(V),
Diag,(B(\)) = { 0, it B(\) € BOV)\P(W), @)
¢, otherwise.
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Diag(A\)=< 0, if Fie s.t. Diag;(P;(\)) = 0 and (5)
Viel, Diag;(P;(\)) # 1;
¢, otherwise.

We have the following definition and theorem:

Definition 1. (i, V) is said to be Inf ,-F-diagnosable if Im > 0 s.t. U™ N[, P, Pi(V)] = 0.

iel ©i
Theorem 1. Inf,-F-diagnoser satisfies Egs. (1,2,3) w.r:t (U, V) iff (U, V) is Inf ,-F-diagnosable.

Note that if we take (U, V) = (F,H), we have exactly the results of [23] for an ambiguity level
N =0, i.e. the Inf,-F-diagnoser is a O-inferring diagnoser, and Inf ,-F-diagnosability is the O-Inference
F-diagnosability of [23].

3.2 F-diagnoser

The local decisions (Diag;(P;()))):er and the global decision Diag(A) of F-diagnoser are computed as
follows:

. 0 if P,(\) € Pi(V),
Diag,(P;(A)) = { 1 if Pi(A) € Pi(V). } ©
Diag(\) = \/ Diag;(P;(\)) (7)

i€l
We define strong F-diagnosability as follows:

Definition 2. (U, V) is said to be strongly F-diagnosable if U N [,.; P, ' Pi(V)] = 0.

iel
Note that strong F-diagnosability of (U4, V) implies that (1/,)V) does respect the first property of
Prop. 1. We have the following theorem:

Theorem 2. If (U, V) is strongly F-diagnosable, then F-diagnoser satisfies Egs. (1,2,3) w.r.t (U, V).
We have the following proposition which justifies the use of the qualifier strong:

Proposition 4. Strong F-diagnosability implies F-CODIAG of [ 14, 19], codiagnosabibility of [16] and

Inf o-F-diagnosability of [23].

3.3 NF-diagnoser

The local decisions (Diag;(P;())))ier and the global decision Diag(\) of NF-diagnoser are computed
as follows:

. 1 if B()) € P(U),
Diag;(P,()) = { 0 it P(\) & P(U). } ©
Diag()\) = /\Diagi(Pi()\)) )

i€l
We define the following strong NF-diagnosability:
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Definition 3. (U, V) is said strongly NF-diagnosable if V N [,o; P " Pi(U)] = 0.

i€l
Note that strong NF-diagnosability of (I/,)) implies that ({/,)) does respect the second property

of Prop. 1. We have the following theorem:

Theorem 3. If (U, V) is strongly NF-diagnosable, then NF-diagnoser satisfies Egs. (1,2,3) w.r.t (U, V).

We have the following proposition which justifies the use of the qualifier strong:

Proposition 5. Strong NF-diagnosability implies NF-CODIAG of [14, 19] and O-Inference NF-
diagnosability of [18].

4 Synthesis of an Arborescent Architecture

We will see that our arborescent methodology is based on decomposing iteratively and alternately F
and H. Throughout the iterative process, the current pair to be decomposed is (4, V) where Y C F and
V C H. For the purpose of our methodology, we define the iterative languages U [k] and V[k] like F k]
and H[k] have been defined in Sect. 2.3.

In Sect. 4.2, we will decompose the diagnosis of (U, V) into a conjunction of two diagnoses inspired
from the multi-decision diagnosis [24]. With a similar approach, in Sect. 4.3 we will decompose the
diagnosis of (U, V) into a disjunction of two diagnoses. We will use the expression “to realize the
diagnosis of (U, V)”, which means: to generate diagnosis decisions respecting Eqs. (1,2,3) w.r.t (U, V).

4.1 Series (Ti)iZI and (Si>i21

In order to present clearly our methodology, we need to define two series (r;);>1 and (s;);>1 and their
respective indexes v and u:
o 1y = (FH), ropre = (F[2k+1], H[2k]) and rops = (F[2k+1], H[2k+2]) for k& > 0.
Let r,, be the first element of (r;);>1 that has a component F[j] s.t. F[j]F"™ =) for some m >0,
if any.
o 51 = (F\F[1],H), sakte = (F[2k+1], H[2k] \ H[2k+2]) and sai3 = (F[2k+1] \ F[2k+
3], H[2k+2]) for k > 0.
Let s, be the first element of (s;);>1 that has an empty component F[j]\F[j+2] or H[j]\H [j+2],

if any.
4.2 Conjunctive Diagnosis of ({/,)’) by Decomposing V

Consider two values d1 and d2 in the set {1, 0, ¢}. The conjunctive combination of d1 and d2, denoted
dl A d2, is defined as follows:

1, ifdl=1andd2 =1,
dlNd2= 0, ifdl=0o0rd2=0, (10)
¢, for“1A¢”and “pA1".

Consider a decomposition of V into V1 and V2, i.e. V = V1 U V2. Let the conjunctive diagnosis of
(U, V1) and (U, V2) consist in combining conjunctively the decisions of the diagnoses of (I, V1) and
(U, V2). The following proposition is deduced from [24]:

Proposition 6. The conjunctive diagnosis of (U, V1) and (U, V2) realizes the diagnosis of (U, V1UV2).
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By applying Prop. 6 to rope = (F[2k+ 1], H[2k]), with a decomposition of H[2k] into H[2k]\
H[2k+2] and H[2k+2], we obtain the following proposition:

Proposition 7. The diagnosis of raxyo is realized by the conjunctive diagnosis of Sapyo and rojys, for
k>0.

The following proposition implies that every soj2 can be diagnosed by a NF-diagnoser:
Proposition 8. soy.o is strongly NF-diagnosable, for k > 0.

Prop. 7 and Prop. 8 are illustrated in Fig. 1.

decision

(al) Diagnosis of
(F[2k+1], H[2k])

decision

@) AN
NF-diagnosis of Diagnosis of
(F2k+1], H[2E]\ H[2k+2]) (F[2k+1], H|[2k+2))

Figure 1: Decomposition of V: (al) realized by (a2).

4.3 Disjunctive Diagnosis of (/,)) by Decomposing I/

Consider two values d1 and d2 in the set {1, 0, ¢}. The disjunctive combination of d1 and d2, denoted
dl Vv d2, is defined as follows:

0, ifdl =0andd2=0,
dlvVd2= 1, ifdl=1ord2=1, (11)
¢, for“OA ¢’ and “p AO”.

Consider a decomposition of ¢ into U/1 and U2, i.e. U = U1 U U2. Let the disjunctive diagnosis of
(U1,V) and (U2,V) consist in combining disjunctively the decisions of the diagnoses of ({/1,)) and
(U2,V). We have the following proposition:

Proposition 9. The disjunctive diagnosis of (U1, V) and (U2, V) realizes the diagnosis of (UTUU2, V).
By applying Prop. 9 to rosy1 for £ > 0, we obtain the following proposition:

Proposition 10. The diagnosis of roj4 is realized by the disjunctive diagnosis of saxy1 and rogyo, for
k>0.

The following proposition implies that every sox; can be diagnosed by a F-diagnoser:
Proposition 11. sopy is strongly F-diagnosable,for k > 0.

Prop. 10 and Prop. 11 are illustrated in Figs. 2 and 3, where Fig. 2 corresponds to the diagnosis of
r1, and Fig. 3 corresponds to the diagnosis of rox3 for k > 0.

150



Decentralized Diagnosis of Discrete Event Systems Using an Arborescent Architecture Ahmed Khoumsi

decision

Diagnosis of
(£, H)

decision

F-diagnosis of Diagnosis of
(FA\F], H) (F[1], H)

(a2)

Figure 2: Decomposition of I/: (al) realized by (a2).

decision
(bl)
Diagnosis of
(F2k+1], H[2k+2])
decision
F-diagnosis of Diagnosis of

(F[2k+1]\F[2k+3], H[2k+2]) ||(F[2k+3], H[2k+2])

Figure 3: Decomposition of /: (bl) realized by (b2).

4.4 Tree Construction

We construct an arborescent architecture to diagnose (F,H); the construction method is based on
Props. 7, 8, 10 and 11, which are illustrated in Figs. 1, 2 and 3. Firstly, the objective of diagnosing
r1 = (F,H) is split disjunctively (as shown in Fig. 2) into the diagnoses of s; (left child) and r (right
child). The latter diagnosis of ro is itself split conjunctively (as shown in Fig. 1 for £ = 0) into the
diagnoses of so (left child) and r3 (right child). The latter diagnosis of rj is itself split disjunctively
(as shown in Fig. 3 for £k = 0) into the diagnoses of s3 (left child) and r4 (right child). And so on,
decompositions with conjunctive or disjunctive combination are applied alternately to the successive 7;,
until we obtain a r; whose right child ;1 respects C1;; or left child s; respects C2;; such r; is a leaf.

C1;: forr;=(Flu], H[v]), Im>0s.t. Flu] N F™ = 0.
C2;: s; has an empty component H[j]\ H[j+2] or F[j]\F[j+2]
Notations 1. Let x and y be pairs in the form (U, V) to be diagnosed:
o (x) denotes a leaf representing the diagnosis of x;
o (x)y and (x)nF denote leafs representing the F-diagnosis and NF-diagnosis of x, respectively;

o (x)pV(y) is a node \ with the left child {x)y and the right child {(y);
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o (2)NrA(Y) is a node N with the left child (x)nw and the right child (y).

The tree (which we denote 7) is constructed as follows:

e Initialization: 7 = (r1) = (F,H); ¢=1.

e While none of C'1;,; and C2; is respected:
- if 4 is odd: replace (r;) by (s;)rV (rit1);
- if 7 is even: replace (r;) by ($;)NFA{(Tit1);
-t =14+ 1.

The obtained tree is represented in Fig. 4. This arborescent architecture realizes the diagnosis of
(F,H). Note that in this tree, F[j] and H[j] use odd and even indexes, respectively. Each node n of
the tree has two children: the left child of n is a leaf which provides the decisions of a F-diagnoser or
NF-diagnoser, and the right child of n is a subtree which provides the decisions of a diagnosis.

Note that (r;);>1 are the pairs represented at the upper right sides of the nodes of Fig. 4. The
successive r; are diagnosed by the successive nested subtrees. Note also that (s;);>1 are the pairs
represented in the left leafs of Fig. 4. The successive s; are diagnosed by the successive left leafs. The
fact that each left child (which is a leaf) of a node is a NF-diagnoser or F-diagnoser is due to Props. 8
and 11.

The tree of Fig. 4 has been obtained by starting with a disjunction and a decomposition of F. If
we start with a conjunction and a decomposition of 7, we obtain a symmetrical tree, i.e. each of the
two trees is obtained from the other tree by making the following switches: F[j] +> H[j], V & A,
F-diagnosis <+ NF-diagnosis. Consequently, the results obtained from the two trees are symmetrical.
Therefore, we will consider only the tree of Fig. 4. However, we will explain later that in some examples,
only one of the two trees is constructible.

We see that in the construction of the tree, the while-loop stops when C'1 ;.1 or C?2; is respected.
The case where the loop stops due to C'7;4; is studied in Sect. 5, while the case where the loop stops
due to C'2; is left for a future study.

The reader might ask the following two questions, to which we provide some explanations:

e Why do we use F[j]\ F[j+2] and H[j]\ H[j+ 2] in (s;)i>1, instead of F[j]\ F[j+ 1] and
HI\HLj+1]2
This choice is due to Prop. 2(4), which guarantees that before the convergence of (F[j]),>0 and
(H[4]);>0, we have F[j]\ F[j+2] # 0 and H([j]\ H[j+2] # 0, respectively. This result will be
useful in Sect. 5.

e Why do we distinguish even and odd indices ?
This is because the series (r;);>1 and (s;);>1 have distinct forms with even and odd indices.

5 Arborescence of Basic Diagnoses to Realize an Inference-Based
Diagnosis

5.1 Obtained Tree

In this section, we make the following assumption, which means that (F,H) is Inf 5-F-diagnosable
and implies that inference-based diagnosis is applicable to (F, H) [23]:
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Diagnosis of (F, H)

F-diagnosis of V

(FAF(L), #) Diagnosis of (F[1], H)
NF-diagnosis of /'@
(F[1], HAH[2]) \ Diagnosis of (F[1], H[2])

F-diagnosis of .
(FINF3], H2]) Diagnosis of (F[3], H[2])
NF-diagnosis of @
(F[3], H[2]\H[4]) Diagnosis of (F[3], H[4])

/

Diagnosis of (F[2k—1], H[2k])

F-diagnosis of
(F[2k—1)\F[2k+1], H[2k])

R

Diagnosis of (F[2k+1], H[2k])

NF-diagnosis of
(F[2k+1], H[2K] \ H[2k+2]) Diagnosis of (F[2k+1], H[2k+2])

F-diagnosis of
(F[2k+1]\ F[2k+3], H[2k+2]) Diagnosis of (F[2k+3], H[2k+2

(S

Figure 4: Tree obtained if we start with a disjunction.

Assumption 1. 3N, m>0s.t. FIN+1]NF™ = (.

The tree of Fig. 4 is constructible iff F # F[1], because F is initially decomposed into F \ F1]
and F[1]. Similarly, its symmetrical tree (introduced above) is constructible iff H # H|[1], because H
is initially decomposed into H \ #[1] and H[1]. Therefore, none of the two trees is constructible iff
F=F[1] and H ="H[1]. Let us show that this case is impossible. From Prop. 2(2), it implies F[k]=F
and H[k] = H Vk > 0, and hence F[N +1] N F™ = F N F™ = F™ which, from Assump. 1, must
be empty for some m > 0. This is contradictory with Assumption Al of Sect. 2.2 which implies that
F™ = () Ym > 0. Therefore, Assump. 1 implies that at least one of the two trees is constructible. Due
to the symmetry between the two trees, it is sufficient to present only the study of the tree of Fig. 4,
which we will do in this section, assuming F # F[1]. We have the following lemma:
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Lemma 1. Assump. 1 is equivalent to the existence of an even v > 2 s.t. r,, is the first element of(m)izl
whose component F|j| respects F[j)NF™ =0 for some m > 0.

In the remaining part of this Sect. 5, Assump. 1 is implicit when v is mentioned. We have the
following lemma:

Lemma 2. sq,--- ,s,_1 do not contain an empty component.

In the construction of the tree, ¢ = v —1 is the first index where the while-loop has its condition
unsatisfied. More precisely, for i = v—1, C1,44 is true (from Lemma 1) and C2; is false (from
Lemma 2). Therefore, the last iteration is for ¢ = v — 2, and hence s,.5 and r,._; are the last constructed
elements.

We have the following proposition which implies that r,,_; is diagnosable by the Inf ,-F-diagnoser
of Sect. 3.1.

Proposition 12. r,_; is Inf,-F-diagnosable.
We deduce the following proposition:

Proposition 13. If v = 2, Inf,-F-diagnosis is applicable to r1 = (F,H), hence the tree that realizes
the diagnosis of (F,H) consists of just one leaf. If v = 2k+4 for k > 0, the tree of Fig. 5 realizes the
diagnosis of (F, H).

As already explained, the tree of Fig. 4 is constructible iff F # F[1], and a symmetrical tree is
constructible iff H # H[1]. Prop. 13 has been obtained from the tree of Fig. 4, and a similar result can
be obtained from the symmetrical tree. Since Assump. 1 implies that F # F[1] or H #H[1], at least one
of the two trees is constructible, hence:

Theorem 4. Every inference-based diagnosis of (F,H) is equivalent to an arborescent architecture
consisting of disjunctions and conjunctions of F-diagnoses and NF-diagnoses and a unique Inf ,-F-
diagnosis.

5.2 Example

Let us illustrate our results with the example of [23], so that the reader has the same example to compare
our arborescent diagnosis with inference-based diagnosis of [23]. We consider the automaton of Fig. 6,
where the initial state is numbered 0, the states in bold are reached by F, and the other states are reached
by H. We have n=2, [ ={1,2}, ¥1 ={a,d’, ¢,d} and Lo ={b, V', ¢, d}. We compute:

o F=c*(afc*+bfc*+d(fc*+af(e+bc*)+bf(e+a’c))), H=c*(ab' ct +ba’ct +d(act +bet)),

o Fll]=c*(afc* +bfc* +d(fc* +af +bf)), H[1]=c*(a + b+ d(act + beT)),
o Fl2]=c*(af +bf +d(fc" + af +bf)),
o Fli|=c*(af +bf +d(f +af +bf)), fori >3, H[i]=c*(a+ b+ d(a+ 1)), fori > 2,

v =4 because 74 = (F[3], H[2]) is the first r; that has its component F[j] s.t. F[j] N F™ =0 for
some m > 0. Indeed, we have F[3] N F! =), and dfc™ € F[2]NF™ # () for every m > 1. We are in
the case v = 2k +4 of Prop. 13 with £ = 0. We obtain therefore the tree of Fig. 7, which corresponds
to Fig. 5 for £=0. The local and global decisions taken by this architecture are represented in Table 1.
where XY, Z are the global decisions indicated in Fig. 7.

154



Decentralized Diagnosis of Discrete Event Systems Using an Arborescent Architecture Ahmed Khoumsi

Diagnosis of (F,H)

F-diagnosis of 4

(AL H) D1agn0s1s of (F[1],H)
NF-diagnosis of
(F[], H\H[2 D Diagnosis of (F[1], H[2])
F-diagnosis of
(FN\FI3], H[2]) Diagnosis of (F[3], H[2])

O

NF-diagnosis of
(F13], H[2]\ H[4]) D1agn051s of (F[3],H[4])

\ Diagnosis of (F[2k—1], H[2k])

F-diagnosis of /@\

(F[2k—1]\F[2k+1], H[2K] Diagnosis of (F[2k+1], H[2k]

NF-diagnosis of Inf ,-F-diagnosis of

(F[2k+1], H[2k]\ H[2k+2]) (F[2k+1], H[2k+2])

Figure 5: Tree of Fig. 4 when v = 2k+-4 for k > 0.

TS L

Figure 6: Example: the states in bold are reached by F, and the other states are reached by H.

6 Conclusion

An arborescent architecture for decentralized diagnosis of discrete event systems is proposed. We show
that when inference-based diagnosis is applicable to realize a given diagnosis objective D, the latter is
also realizable by an arborescent architecture combining uniquely the most basic decentralized diag-
nosers. This result shows that inference-based diagnosis is fundamentally based on basic decentralized
diagnosers.

We are now investigating the case where inference-based diagnosis is unapplicable to realize D.
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T Diagnosis of (F,H)
F-diagnosis of %
(FAF[] H) Diagnosis of (F[1], H)
NF-diagnosis of /Y@VE Inf ,-F-diagnosis of
(F[1], H\H[2]) (F[1], H[2])
Figure 7: Arborescent architecture of the example of Fig. 6.
I A | AN [ PO [XiVXe=X[[YiAN2=Y] Zi0Z:=Z [XV(YAZ)

c* c* c* 00|01 |1 |1} &]| ]| 0}
cab’ c*a b O[O0 1][O0O]|O0]¢&]| 0| @ 0
cab'ct cact cb'ct O[O0 IT[O]|O]1]o]|1 0
c*ba’ ca’ c*b ojlofjof[o[1]O0[o]o]| e 0
c*ba’cT ca’ct c*bect oOfo(O0f[O|T1]|O0] | 1]1 0
ANEH c*dacT c*dacT cdct O(O0[O0[O[T]|O]eo]|1]1 0
Eq. (3) respected c*dbcT c*dct cFdbct JJOJOolof[1]OofO0][1]e]1 0
c*a c*a c* o001 |1 ]|1]o]| 0| @ [0
c'b c* c*b O(o0(O0f[L |1 |1]o]| 0| @ %)
c*d c*d c*d 0|00 f[1 |1 |1 ]| o] @ )
c*da c*da c*d o001 |1 ]|1]o]| 0| @ [0
c*db c*d c*db O(o0(O0f[IL |1 |1]o]| 0| @ %)
ctaf c'a c* o001 |1|1]ld]| 0| @ 10
cbf c* c*b 0O|0[O0f[1 |1 |1 o]|o]| @ [7)
X e F\F* crdf cd ctd ojojoll1 11 o] o] ¢ ¢
Eq. (2) respected c*daf c*da c*d o001 |1]|1]od]| 0| @ [
c*dbf c*d c*db 0O|0[O0f[1 |1 |1 o]|o] @ [7)
crafct c*act ct 0|00 11|21} 1]e¢]|1 1
c*bfct ct c*bet ofofo0f1|1|1]o]1]1 1
re F! c*dfct cde+ | cfde™ [JoJoofT [T [1f[r][1]1 1
Eq. (1) respected || c*dafb’ c*da cdv’ o(1[1f[1]O]|O0| || 1
form=1 | c¢*dafb'ct | c*dact [ cFdb/cT O[T [1][O[O[O0] S]] o 1
Eq. (2) respected || c*dbfa’ c*da’ c*db 1{of[1][o]l1]O0[o|o]| e 1
cdbfa'ct | ¢fda’ct | cFdbcT 110|1{O0[0|0}| || 1

Table 1: Local and global decisions taken by the arborescent architecture of Fig. 7. The operator ¢
corresponds to Eq. (5).
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In this case, we obtain a tree whose leafs are basic decentralized diagnosers, with the exception of the
lower right leaf. The latter corresponds to a diagnosis objective | D] where inference-based diagnosis
is unapplicable. Therefore, the problem of finding a diagnosis architecture for D is reduced into the
problem of finding a diagnosis architecture for |D|. The latter can be interpreted as the portion of D
which is responsible of the nonapplicability of inference-based diagnosis. This fact is relevant for multi-
decision diagnosis [24] that has to find how to decompose a diagnosis objective which is unrealizable
by inference-based diagnosis, into several diagnosis objectives that are realizable by inference-based
diagnosis. Instead of finding a decomposition of D, now multi-decision diagnosis has to find a decom-
position of |D|.
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