EasyChair Preprint
Ne 15585

j‘" 220

A Comprehensive Study on Multimodel Imaging
for Early Detection of Ocular Disease

Hira Farooq, M Azam Zia and Muhammad Asif

EasyChair preprints are intended for rapid
dissemination of research results and are
integrated with the rest of EasyChair.

December 16, 2024



A COMPREHENSIVE STUDY ON MULTIMODEL IMAGING FOR
EARLY DETECTION OF OCULAR DISEASE
Hira Farooq', Muhammad Azam Zia*, Muhammad Asif®
!Department of Computer Science, University of Agriculture Faisalabad, Faisalabad, Pakistan
2Department of Computer Science, University of Agriculture Faisalabad, Faisalabad, Pakistan
3Department of Computer and Software Engineering, Information Technology University (ITU),
Lahore, Pakistan

*email hira350@gmail.com

Keywords: AMD, Ocular Disease, OCT, Color Fundus, CNN

Abstract

Age-related macular degeneration (ARMD), caused by age-specific retinal damage, is one of the
primary causes of blindness. As individuals age, ARMD can impair daily activities and lead to severe
vision loss if untreated. Researchers use deep learning (DL) models with OCT and fundus images
to diagnose ARMD. This study explores the benefits of combining these imaging modalities with DL
approaches, using the Project Macula dataset to develop models with transfer learning. This tech-
nique allows the models to adapt to new inputs and learn from diverse data. The study focuses on
precision medicine and digital twin concepts, using a dataset of OCT and color fundus images. The
attributes were carefully chosen to represent a variety of ARMD cases. A network architecture en-
semble was proposed to integrate OCT and fundus data, enhancing prediction accuracy. The dataset
was divided into subgroups for testing, validation, and training, with preprocessing to standard-
ize inputs. Experiments compared combined data with individual modalities and other algorithms.
Metrics like recall, accuracy, and precision demonstrated the model’s effectiveness. This combined
approach consistently outperformed individual modalities, highlighting the advantages of data fusion
in DL techniques. The findings support automating ARMD screening and advancing computer-aided
diagnosis tools, improving patient outcomes.



1 Introduction

AMD is a debilitating eye disease that causes blind
spots and vision loss in millions of elderly individu-
als, significantly impacting their independence and
daily living. As the population ages, AMD is be-
coming an increasing concern, impairing the mac-
ula the eye’s specialized area responsible for cen-
ter vision, making tasks like driving, reading, and
face recognition difficult. Beyond visual impair-
ment, AMD also affects mental and emotional well-
being, social connections, and overall quality of life,
often leading to feelings of sadness, frustration, and
isolation. Although there is no cure, early identifi-
cation and care can be beneficial in preserving vi-
sion and slowing the progression of the disease. Pre-
ventative measures such as a diet high in omega-3
fatty acids and leafy greens, along with regular eye
exams, are essential. Ongoing research offers hope
for new treatments and with greater awareness and
support, a future where AMD no longer compro-
mises independence and vision may be possible.
AMD was first identified in 1855 by French oph-
thalmologist Jean-Martin Charcot and has since be-
come one of the main causes of blindness worldwide.
The condition damages the macula, a light-sensitive
part of the eye, with genetic and lifestyle factors
contributing to its progression. Although there is
no cure, advances such as anti-VEGF medication
and laser treatments have been developed to slow
the disease. Despite these strides, AMD remains a
significant public health concern, underscoring the
need for continued research and innovation [14]
The macula, the area of the retina in charge of cen-
tral vision, is impacted by AMD, a complicated
eye condition. It exists in two forms: dry AMD,
which progresses slowly as light-sensitive cells in the
macula die and small deposits of fat (drusen) accu-
mulate, and wet AMD, a more severe form that
causes rapid vision loss due to abnormal blood ves-
sel growth under the retina. Risk factors include
age, genetics, smoking, and high blood pressure.
Regular eye exams are crucial for early detection
and treatment, which can help slow the disease’s
progression. While AMD has no cure, ongoing re-
search seeks to develop better treatments to pre-
serve vision and quality of life [2].

The risk factors for AMD are diverse and can be
categorized as personal and environmental. Age,
family history, and medical issues including high
blood pressure and retinal deposits are examples of
personal factors, which increase the risk of AMD.
Environmental factors such as lifestyle choices, diet,
and exposure to pollutants also play a role in its
development. By recognizing these risks, individu-
als can take preventive actions like regular eye ex-
ams, healthy living, and managing systemic health
issues. Through such measures, the incidence and
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impact of AMD can be reduced, helping to preserve
vision and improve overall quality of life [10].

Fundus photography and OCT have revolutionized
the diagnosis and treatment of AMD by provid-
ing unparalleled accuracy. The noninvasive cross-
sectional imaging of OCT allows for the early detec-
tion of macular abnormalities such as choroidal neo-
vascularization, epithelial detachment of the retinal
pigment, and drusen. Combining OCT with fun-
dus photography enhances diagnostic precision, en-
abling early intervention and treatment before sig-
nificant vision loss occurs. This advanced imaging
approach plays a key role in improving patient out-
comes and is expected to remain central to AMD
diagnosis and care as research progresses [15].

In 2018, two ophthalmologists created a high-
quality dataset of fundus images and OCT scans,
featuring normal eyes, "non-neovascular", and "neo-
vascula" AMD. Their dataset, which included 27
normal eyes, "18 non-neovascular" AMD eyes, and
"38 neovascular" AMD eyes, was carefully curated
with an emphasis on accuracy and reliability. By
following strict ethical guidelines and utilizing a
public database, their work has significantly ad-
vanced AMD diagnosis and treatment. Their openly
accessible dataset fosters collaboration and innova-
tion, leading to more precise diagnostic tools, im-
proved treatment plans, and better patient outcomes,
offering hope to millions affected by AMD [16].
The AMD, glaucoma, and diabetic retinopathy (DR)
are difficult diagnoses because of their complexity
and the shortcomings of existing diagnostic tech-
niques, which can be subjective and need numerous
imaging modalities. A potential approach is op-
tical coherence tomography angiography (OCTA),
which produces fine-grained 3D retinal pictures for
quantitative analysis. On the other hand, manual
OCTA data analysis requires a lot of time and re-
sources. By merging structural OCT and OCTA
data, DL can automate image analysis and diag-
nose DR, AMD, and glaucoma at the same time.



Improved patient care, focused therapies, and quick
and precise diagnosis are all made possible by this
integrated approach. Clinicians can transform oph-
thalmology and improve patient outcomes and sur-
vival rates by integrating OCT, OCTA, and DL [I7].
According to the World Health Organization, over
two billion people worldwide struggle with vision
problems, with at least 45 percent of cases being
preventable through early detection and treatment.
The retina, a tissue at the rear of the eye that is
sensitive to light, is essential in diagnosing condi-
tions like AMD, glaucoma, and cataracts, which
can lead to blindness if untreated. Imaging tech-
niques like fundus photography and OCT are es-
sential for detecting these diseases. Fundus pho-
tography provides 2D images of the retina, while
OCT offers cross-sectional views of the retinal lay-
ers. However, manually analyzing these images can
be time-consuming and challenging. To address
this, the development of an automatic CAD sys-
tem, Fundus-DeepNet, aims to enhance early dis-
ease detection using deep learning to process and
classify fundus images efficiently. This system could
improve telemedicine by providing accurate, timely
eye care, especially in underserved areas [IJ.

1.1 Motivation

It is very important for eye care to find faster
and more accurate ways to diagnose and treat reti-
nal diseases. To quickly and accurately find and
treat problems, eye doctors need better tools. Us-
ing advanced electronic records and machine learn-
ing techniques along with retinal picture screening
is a strong suggestion. Improving patient results,
lowering healthcare costs, and making better medi-
cal decisions are all possible by automating picture
analysis. As a result of this paper, this new way of
doing things will become the new standard in eye
care.

1.2 Problem Statement

The use of single imaging modalities, such as
OCT or color fundus images, limits diagnostic accu-
racy, necessitating a multimodal approach to com-

bine both for enhanced precision in diagnosing AMD.

1.3 Objectives
e Created a CNN to detect AMD early.

e Combined two types of eye images, OCT and
Fundus, to increase the accuracy of detection.

e Used a dataset from Kaggle to train and test
the model effectively.

e Showed that using both types of images to-
gether helps in detecting AMD more accu-
rately.

2 REVIEW OF LITERATURE

[11] explained that AMD was a common prob-
lem with the retina that hurt people’s eyesight. While
traditional diagnostic systems used color fundus cam-
era pictures, DL had shown promise, predicting AMD
severity with nearly 90 percent accuracy and doing
better than human judges. Unfortunately, fundus
camera pictures alone had their limits because they
were flat. OCT scans were commonly used in clinics
because they gave invaluable 3D structure informa-
tion. Diabetes-related macular edema and AMD
could be accurately diagnosed by DL models us-
ing OCT pictures. Although both fundus and OCT
pictures are commonly used in clinical settings, the
diagnostic value of using them together in ML lit-
erature has not been fully explored. The purpose
of this experiment was to find out if measuring the
fundus in addition to OCT images could help tell
the difference between people with normal vision
and those with AMD.

[7] imposed that the macula situated at the poste-
rior of the eye was crucial for central visual acuity
and high-resolution color image perception. AMD,
classified into four stages, could lead to substan-
tial central vision loss and blindness in advanced
stages. Early detection was vital, and scrutinizing
fundus images was a basic examination for diag-
nosis. AMD’s etiology involved factors like hered-
ity, chronic photo destruction effects, and dietary
disorders, often associated with drusen accumula-
tion. Automated retinal image analysis had evolved
from traditional algorithms to ML techniques and,
more recently, DL. DL, particularly CNNs, had of-
fered improved performance in various medical im-
age analysis tasks, including diagnosing DR and
identifying retinal detachment. The suggested tech-
nique effectively used DL to identify fundus pictures
damaged by AMD, eliminating the need for human
attribute estimation and evaluation.

[9] addressed that AMD is a state that is defined
by the progressive loss of central vision due to age-
related damage to the macula. Projections suggest
a significant rise in its prevalence in the coming
years, highlighting the urgent need for improved di-
agnostic approaches. Researchers have turned to
AT and DL techniques to automate screening pro-
cesses, particularly in regions with large popula-
tions or limited healthcare resources. In the realm
of Al, DL, a subset known for its prowess in image
analysis, shows promise for AMD diagnosis. Tradi-
tional CNNs have been the primary choice for this
task, but newer transformer-based models, origi-
nally designed for sequential data processing tasks
like natural language, offer intriguing possibilities
for AMD classification. These models leverage self-
attention mechanisms to capture complex relation-
ships within retinal images. While CNNs have been



the go-to architecture for AMD diagnosis, researchers then conducted to correlate these findings with the

are delving into newer approaches such as Efficient-
Net, and ResnetRS to potentially enhance perfor-
mance. Furthermore, ensemble methods and data
augmentation techniques are being explored to boost
model accuracy. The quest to enhance AMD diag-
nosis through advanced Al and DL methodologies
represents a critical frontier in vision research. By
harnessing cutting-edge technologies and continu-
ously advancing innovation, researchers aim to de-
velop more accurate and efficient tools for detecting
and managing this debilitating disease.

[3] defined ocular diseases leading to blindness have
become more prevalent. These diseases affect var-
ious parts of the eye and include conditions like
cataracts, nearsightedness, trachoma, AMD, and
diabetic retinopathy. These contribute significantly
to global visual impairment, with around 1 billion
cases of untreated or preventable vision deficien-
cies reported. AMD, especially, affects older adults,
causing gradual central vision disturbances. Timely
identification is crucial for effective management,
with early intervention associated with a high suc-
cess rate in recovery. ML techniques, particularly
DL, have transformed early AMD detection, offer-

severity of the disease.

3.1 Data Collection

Data from an OCT and Fundus camera will be
taken from 384 people, 269 of whom have been iden-
tified with ARMD and 115 of whom are thought
to be healthy. Along with information about the
center part of the retina within a 5mm diameter
boundary, the collection 39 will include character-
istics like age. The "Joint Shantou International
Eye Centre (JSIEC) in Shantou city, Guangdong
province, China", is where all 1000 fundus pictures
from 39 groups were gathered. A smaller group
of the "209,494 fundus images" that our DL sys-
tem uses for learning, validation, and measurement.
The original owners of these pictures are still JSTEC.
In order to help with eye research, this collection
includes information about ARMD patterns, age-
related trends, and the link between retinal health
and the characteristics given [6].

3.2 Model Evaluation

ing significant advantages over manual methods.TheselIn order to guarantee the accuracy and dependabil-

technologies, coupled with digital ocular images and
artificial intelligence, enhance diagnostic capabili-
ties in ophthalmology. Researchers are focusing on
improving AMD detection using DL methods like
CNNs and long short-term memory (LSTM) net-
works. This paper presents a novel system integrat-
ing CNN and LSTM networks for automated AMD
detection from fundus photographs. The dynamic
fusion of these networks significantly improves AMD
classification, outperforming 13 pretrained DL mod-
els. The main contributions include improved AMD
classification, rigorous benchmarking, and effective
utilization of preprocessing techniques and diverse
datasets, enhancing the proposed framework’s real-
world effectiveness.

3 METHODOLOGY

The study utilized advanced imaging tools like spec-
tral domain or swept-source OCT and a digital fun-
dus camera to obtain detailed cross-sections and
2D images of the retina. Mydriatic eye drops were
administered to enhance image quality by dilating
the pupils. The researchers also examined patients’
medical records to gather demographic and health
information. These imaging techniques allowed for
the detection of retinal changes such as macular
thinning, fluid accumulation, and pigment epithe-
lium separation. By comparing OCT and fundus
images over time, the study provided insights into
the progression of macular degeneration and the ef-
fectiveness of treatments. Statistical analyses were

ity of forecasting models, model assessment is nec-
essary stage in the development process. In this
step, a different dataset that wasn’t utilized for
training referred to as the test or validation set
is accustomed to test the model. Evaluating the
model’s predictive power in relation to actual out-
comes is the aim. Model assessment makes use of
methods such as confusion matrices and cross val-
idation to guarantee thorough and trustworthy re-
search. While confusion matrices offer a compre-
hensive breakdown of true positives, false positives,
true negatives, and false negatives, cross-validation
involves clustering the data, testing the prototype
on some, and training it on others. Through com-
prehensive assessment of predictive models, scien-
tists may create reliable models that yield precise
predictions in practical applications.

3.3 Google Colab

With Google Colab, users can develop and execute
Python code straight from a web browser, which
is also known as Google Colaboratory. It’s espe-
cially helpful for machine learning, data analysis,
and teaching. Free access to GPUs and TPUs is
available through Colab. These resources help speed
up the processing of big datasets and training com-
plex models. With Jupyter notebooks, users can
easily record and share their findings and results by
creating, sharing, and working together on them.
Numerous tools, such as NumPy, Pandas, Matplotlib,
Seaborn, Scikit-learn, and PyTorch, are already in-
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stalled on the platform, so users can start writing
code right away without having to go through com-
plicated setup steps. Additionally, Google Colab
works well with Google Drive, as shown in Figure
3.2, which makes it easy to keep and handle note-
books and datasets. These features easy access,
powerful computing power, and a user-friendly in-
terface make Google Colab a very useful tool for
workers, students, and academics in many fields.

3.4 Model Innovation

The code begins the training process for both datasets
(1000images and OCTID) by calling the function
train_model with these exact inputs. ImageData-
Generator instances are probably used to prepro-

which were added to the training set to provide a
solid basis for comparison. Next, a separate set of
test pictures that needed to be classified were used
for feature extraction. Methods like convolutional
layers and pooling were used to simplify the most
important features of each image. Furthermore, the
normal picture features from the training set were
extracted in the same way, making a reference stan-
dard. The highlighted parts of both the test and
regular pictures were then compared using the Lo-
cal Outer Factor algorithm, a complex way to find
patterns and links. Utilizing the power of CNN and
feature extraction methods, this comparison made
it possible to accurately classify each test picture as
either normal or showing signs of AMD.

4 RESULTS AND DISCUSSION

4.1 Overview

A lot of older people in industrialized countries lose
their central vision because of AMD. By 2040, 288
million people will have this condition. This shows
how important accurate statistical data is for plan-
ning healthcare and coming up with ways to keep
people from getting sick. There isn’t a single agreed
upon way to identify and grade AMD, especially
in its early and middle stages, even though many
population-based studies have shed light on how
common it is. CFP is a big part of traditional
grading, but more and more people are using multi-
modal imaging methods like "SD-OCT", "infra-red
(IR)", and "fundus autofluorescence (FAF)", which
are better at diagnosing. This change is meant to
make it easier to compare studies and improve how
AMD is staged. The Coimbra Eye Study (CES)
in Portugal has helped us figure out how common

cess and add to the training data inside the train_mod@MD is and what factors put people at risk for get-

method. This makes sure that the model sees a va-
riety of cases and learns strong features. Using Im-
ageDataGenerator instances that are set up for vali-
dation to process the validation data separately lets
you keep an eye on the functionality of the model
and makes sure that the training data is not over-
fitted. In that manner of training makes it easier to
build a neural network model that can correctly sort
images from the datasets that are given. Eventu-
ally, this will allow the model to work well with new
pictures that it hasn’t seen before in real life. Us-
ing these parameters to call the train _model func-
tion sets the stage in order to train a model of neu-
ral networks on picture data utilizing two separate
datasets and making sure it works well by carefully
validating and setting the parameters.

Initial, the images were split into two groups: a full
training set, which included images used to teach a
CNN to recognize the complex patterns and fea-
tures of AMD; and a separate set of normal images,

ting it. An updated follow-up study on the seaside
community of Mira compared standard CFP stag-
ing for AMD with a multimodal method that used
"CFP", "SD-OCT", "IR", and "FAF". The goal
of this study is to find out how multimodal imag-
ing changes epidemiological statistics and what that
means for reporting AMD cases [4].

4.2 Multi-Input ModeL

TensorFlow’s Keras API is being used to define two
input layers. CF and OCT images are the two dis-
tinct input data streams that are represented by
the oct_input and cf input layers. All input lay-
ers support images of the form (img_ size, img_ size,
3), where 3 denotes the RGB color channels and
img_size is the image’s dimensions (e.g., 224x224
pixels). These layers act as stand-ins for the input
data that the neural network will receive. Through
the use of two distinct inputs, as shown in Figure
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1.1706 0.1799 2.8965
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Figure 3: Accuracy Table

4.6, the model is able to process and learn from the
OCT and Color Fundus datasets simultaneously.
This could allow the model to perform multi-modal
analysis, which would enhance its capacity to iden-
tify and categorize retinal conditions such as AMD
by utilizing the complementary information provided
by both forms of imaging [5].

4.2.1 Combine OCT and CF Branch

The Keras API is being used to create a neural net-
work model. The layers of tf.keras, the two in-
put tensors, oct x and cf x, are merged into a
single tensor called combined x using the concate-
nate () layer. The model may incorporate infor-
mation from both inputs thanks to this concatena-
tion, which is carried out along the designated axis.
Then, in order to assist add non-linearity and learn
complicated patterns, the merged tensor is with a
"ReLU activation" function and a completely linked
layer with 128 units, as shown in Figure 4.10. Five
more dense units with a softmax activation func-
tion are added, which is commonly employed for
classification tasks to probability of each of the five
classes’ outputs, produces the model’s final output.
Then, the model is defined with the ultimate result
being the calculated output and the inputs being
oct_input and cf input.

4.2.2 Comparative Analysis

Multi-model Imaging Imaging methods are very
important for diagnosing and treating many dis-
eases. However, each one has its own limits and
information that may not be shared with others.
Digital Subtraction Angiography (DSA) has been
the best way to look at vascular problems for a
long time because it gives two-dimensional pictures
even though it is invasive. Computed Tomography
Angiography (CTA), on the other hand, is less in-
vasive and can quickly produce cross-sectional pic-
tures with high spatial resolution. However, it has

poor soft tissue resolution and requires a large amount
of radiation. MRI and Magnetic Resonance Angiog-
raphy (MRA) are less common in vascular surgery
because they take longer to scan and cost more.
However, they can produce high-resolution images
of soft tissues without any penetration limits, though
the software we have now has trouble with three-
dimensional reconstructions. Multimodal Imaging
(MMI) takes advantage of the difficulties of single-
modality tests by using two or more imaging meth-
ods together in a single exam to produce pictures
with a wide range of information. Using MMI in
combinations like CT and PET or PET and SPECT
can help us understand both how things work and
how they are put together. MMI is useful for both
diagnosing and treating problems. It is especially
helpful in vascular surgery where image fusion helps
guide arterial treatments. When IF is done, three-
dimensional artery 69 reconstructions are put on
top of live fluoroscopy. Models from preoperative
CTA, MRA, or peri procedural contrast-enhanced
Cone-Beam CT (CBCT) are used. Typically, this is
done in a hybrid operating room (HOR), a special
room that lets doctors diagnose and treat patients
in the same space. This keeps patients from having
to move around and saves valuable time in situa-
tions. The goal of this study is to look into the
newest ways that MMI can be used to diagnose and
treat urgent circulatory problems [§].

4.2.3 OCT Model

AMD High-resolution inside the body by finding
new anatomical signs, OCT imaging has made a big
difference in studies into neovascular AMD. More
and more patients needing OCT scans and more
people being scanned at once create problems that
can be solved with automatic tools for thorough
analysis and segmentation. While parameters like
central subfield thickness (CST) are used in clinical
studies, other OCT parameters have become more
popular because of their flaws, such as segmenta-
tion errors and a lack of specific information. Deep
learning progress has made it possible to automati-
cally and accurately evaluate traits like intraretinal
fluid (IRF) and subretinal fluid (SRF), which could
have useful clinical uses. De Fauw et al. created
an Al system that can diagnose and target retinal
diseases. The segmentation network was used on
OCT scans of patients starting anti-VEGF treat-
ment, which gave researchers more useful informa-

tion for further AMD study [12].

4.2.4 Color Fundus Model

Eye diseases are an issue for health around the world.
They are becoming more common, which is hard
for medical systems and lowers the quality of life
for people. Ocular diseases like AMD, cataracts,
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