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Abstract—As one of the fastest-growing topics, machine learn-
ing has many applications that span through different domains
including image and signal recognition, text mining, information
retrieval, robotics, etc. It enables information extraction and
analysis for better insights and decision-based systems. The
Web of Science(WoS) citation database is a leading organization
that provides citation data of high-quality published research.
WoS has its metrics to label published articles as Highly Cited
Paper(HCP). Machine learning (ML) can help researchers in
identifying the key characteristics of HCP. Moreover, it can
allow research evaluation units forecasting significant scientific
articles. In other words, it may allow researchers and/or research
evaluators to detect potential scientific breakthrough ideas and
stay current. In this study, more than 26 thousand records of
published articles indexed by WoS were analyzed. All the records
are drawn from the Technology research area as defined by WoS.
Four ML algorithms are evaluated to verify the HCP common
factors influence in raising citations and interest in scientific
articles. The ensemble algorithms show promising results to
identify HCP articles using only four factors.

Index Terms—Highly-cited Research, Bibliometric Analysis,
Machine Learning, Digital Libraries

I. INTRODUCTION

There are several reasons behind a scientific article being
cited by researchers and standout as highly cited. Researchers
need to have their research reports appreciated by the re-
search community and contributed to advance overall scientific
knowledge.
The citation could be either positive or negative. The positive
citations are happening when another research refer to a
previously published in affirmative manner to advance his/her
ongoing research. On the other hand, a formal expression of
disagreement of the content of a previously published content
can be considered as a negative citation. In this paper, we
assume citations are all positive because negative citations are
rare [1]. Consequently, the paper that receives high citation is
representing a high quality paper, break-though or interesting
topic to wide audience.

During the last two decades, an increasing interest was
paid to the highly cited papers (HCP) analysis. It may allow
research administration manipulate their funds strategies, and
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Fig. 1: ESI Highly Cited Paper Thresholds

determine next research focus. Moreover, they were used as
indicators for research assessments [2], [3]. In the context
of scientific excellence in science policy, they were among
the key indicators to identify and monitor scientific research
outcomes. Recently, HCP is extended to measure scientific
performance and research impact at institutions, universities,
and countries levels [4].
On the contrary, it is not obvious what one is measuring
using HCP. It made the application of mere citations count
as an indicator a controversial with a level of uncertainty to
measure scientific excellence [2]. Moreover, published papers
with infrequent citations (i.e. lowly cited papers LCP) are not
necessarily low quality than others and vice-versa [5]. There
are other factors that affect such citations count of an article
[6].
There are several studies that investigated the importance of
the scientific articles’ characteristics that affect their citation
count. In general, they found that a paper with a research
collaboration was more cited than others [2]. Moreover, the
initial citation of an article is highly correlated with its long-
term citations [7].
In this work, we grouped the features into two; pre-
dissemination and post-dissemination features to study their
affects on predicting which a paper will be highly cited. The
study focuses on the automatic detection of HCP using WoS



Fig. 2: High level HCP Detection Framework

databases as an example. The results can be extended later to
other citation databases such as Scopus, Dimensions etc.

A. Highly Cited Criteria

There are two methods to what indicates highly cited
articles: absolute and relative thresholds. These methods have
been highlighted in different studies already and they were
used to select the sample data analyzed in the previous studies
[2], [8]–[10]. In this study, we collected the dataset from the
Clarivate Analytics Essential Science Indicators (ESI). ESI
labels a paper as a highly cited if it received enough citations
to be placed in the top 1% of its research field per year.
This makes the threshold more appealing as it is dynamic
and related to a field of study. Figure 1 shows a research-field
threshold in the year 2020 across several disciplines.

In this study, machine learning methods are investigated
to build models that can forecast whether a recent article
will receive enough citations to be the next highly-cited
paper. Several features are extracted to build machine learning
models.

B. Research Contributions

Motivated by the above observations, our study contribu-
tions are listed below:
• Analytically studying a set of important HCP character-

istics.
• Constructing HCP detection framework using machine

learning.
• Investigating several machine learning algorithms for

identifying HPC papers using a set of articles’ features
while removing the current citation counts.

In Figure 2, the framework starts with collecting target papers
metadata. Such data can be accessed through public electronic
databases such as Clarivate (Web of Science). Once the target
data is collected, a pre-processing is performed to extract
characteristics per article metadata. The processed data, then,
is analyzed statistically to identify significance to citation
count. Moreover, it can be reduced by feature selection to
retain significant characteristics. Finally, the processed data
are modeled to build a good estimator for HCP detection.
This paper is organized as follows. Section II discusses the
related work. Sections IV and presents the dataset, analysis,
and the machine learning methods used in this study. Section

IV-B discuss the study findings and results. Finally, Section V
presents our conclusions.

II. RELATED WORK

A. Characteristics of highly cited papers

Usually, such characteristics are grouped into three levels;
paper, journal, and author characteristics.
Several studies have shown a significant correlation between
published paper characteristics and its received citations count
[11]. Among these characteristics the title length, abstract
length, article’s pages. Moreover number of keywords, ref-
erences, tables, and figures are used for analysis. All these
features are representing a pre-dissemination characteristics
where authors may consider to improve their articles’ chances
to be cited.
Another important factor is the journal impact factor (IF) or
CiteScore(CS). Such factor may be viewed as a measure,
not only for the journals’ quality, but the papers’ quality
as well. Hence, the higher the IF or CS of a journal the
higher the quality of the paper. Consequently, IF and/or CS
are contributing articles’ citations count. There are some
studies that have provided a strong statistical evidence that the
publishing in journals with high IF/CS are positively correlated
to citation count [12], [13]. Moreover, the journal’s coverage
and scope are among the significant factors for HCP. For
instance, articles published in multi-disciplinary journals are
expected to receive more citations than other published papers
in specialized journals [13]. In Figure 1, it shows that a multi-
disciplinary article requires more than 500 citations to be HCP.
Similarly, journals’ coverage has either a positive or negative
role to promote the published papers relatively to the journals’
audience. It is obvious that national journals receive fewer
citations than their equivalent international journal [14].
International research is not the property of journals’ coverage
only. Usually, authors play a key role to lead such research.
Authorship collaboration can be used to indicate the extent
of national or international research [12]. The international
collaboration in research has been identified as a good factor
for published papers to receive more attention [12]. For
instance, Aksnes et. al [2] observed that the number of authors
contributing to the HCP is larger than ordinary published
papers.
In general, the number of authors feature demonstrated a
considerable impact on the paper’s citation. Noorhidawati et
al [15] reported most of HCPs had two to five authors and the
fraction of papers authored by ten researchers or more was
about 25% in the study. Additional studies stated that there is
a positive correlation between the number of authors and the
paper’s impact (i.e. citation count) [11], [16].
There are several research questions that have been investi-
gated previously; such as how high impact is using citation
counts in case of academia-corporate research collaboration
[17]. Does the impact of authors count on article citation
equally likely across research-fields [16]. Moreover, there
are other author-based factors that have been investigated
previsouly such as the authors’ academic rank, productivity,



TABLE I: Summary Related Works

Study Obj Method F(#) Domain Data
[10] BI RM M Biology & genetic WOS(1995-2005)
[28] HCP PCA 6 Multidisciplinary MDPI(2017)
[25] LTCI RNN 16 Multidisciplinary WoS(1980-2003)
[29] RA SA 4 Computer Science DBLP
[21] HCP NN 4 physics APS-ESI (1980-1989)
[30] CCP RM 16 physics KDD CUP (1993 - 2003)
[31] LTCI RM 2 physics WoS
[7] BI SA 1 physics WOS (1995 - 2012)
[32] HCP SA 1 physics & biology NA
[27] HCP SA,NN 4 biomedical PubMed
[23] HCP Fuzzy 25 Multidisciplinary SCI
[26] CCP RM,

NN
3 Computer Science ArnetMiner

Obj: Objectives, BI: Breakthrough, Identification,Cite: citations, chars: characters, CCP: Citation Count Prediction,
Dyn: Dynamics, ESI: Essential Science Indicators,F: Factors, LTCI: Long-Term Citation Impact, Lang: Language.
RM: Regression Model, PCA: Principal Component Analysis, Recurrent Neural network, NA: Not Applicable, NN:
Neural Networks, SA: Statistical Analysis, Fuzzy: Fuzzy Logic methods.
APS: American Physical Society, M: Many Factors

reputation, etc. as in [16], [18].
Often, there are different citation thresholds for each research
field as computed by WoS. Noorhidawati et al. [15] reported
that more than 50% of the HCPs belong to technology and en-
gineering field, and only 16% represented medicine. Another
study stated that the citations received by papers on social
science are higher than those published on natural science
[18]. Moreover, the citations may be affected by field size.
For instance, papers published on organic chemistry, analytical
chemistry, and physical chemistry received higher citations
than those published on biochemistry [19]. It is expected that
the hot topics would attract more attention and receive more
citations accordingly [20].

III. MACHINE LEARNING & HCP

In general, there are two paradigms for forecasting HCP
in the literature. First, researchers used a full set of features
that spans paper, journal, author features to forecast citations.
The features are either manually or analytically computed
from samples of highly cited or Nobel prize research data [5].
Then, a regression method is used for forecasting the future
citation count of a focal paper [10]. Secondly, researchers
used feature selection methods and highlight a subset of the
HCP characteristics that helps machine learning algorithms to
reduce training time [21].
By setting up high citations as a response variable, scientists
have tried to predict important phenomena such as break-
through research, new areas of research, long-term scientific
impact, etc. [21]. Table I summarizes studies that used machine
learning to address various research problems.
Ponomarev et al. [10] developed forecasting models to iden-
tify breakthrough candidate publications by predicting the
future citation patterns using time dependent analysis of ci-
tation rates. The top ranking in citations is a good proxy
for measuring the impact of research; however, it is not a
sufficient condition to consider the paper as breakthrough
research. Thus multidimensional feature space could be used
as in [22]. Another work by Wang et al. in [23] proposed
a prediction model that used 25 features to forecast citations
into low, medium, or high. The developed model was giving

predictions within 15 years. It indicated that the first author,
paper’s quality, and reputation of the journal were the most
relevant predictors for high citation. Moreover, Wang et al.
[24] integrated both bibliometric and altimetric factors for pre-
dicting the publication citation growth. Among the identified
important factors was the influence of the first author. Another
study considered the early citation of the paper for long-
term citations [25]. However, long-term citation might not
be sustained if breakthrough research is identified. Therefore,
an early citation may not be effectively indicates the long-
term citation. Still, the factors that are influencing the paper
citation growth or sustaining its long-term citation is not
thoroughly identified. Another study [26] identified that the
author expertise and venue have the strongest impact on the
citation predictions.
In contrast to the above findings, Hurley et al. [27] reported
journal and language characteristics are more important than
the number of authors/co-authors that influence citation be-
havior. They derived their conclusion using logistic regression
models.
In summary, identifying a set of effective features may help
researchers to identify a list of recommendations to shape their
scientific reports accordingly and draw attention towards their
findings.
In this study, we are evaluating a machine learning methods
for predicting highly cited papers using 16 features. Unlike the
above studies where the task is regression to predict the long-
term citations count. In this study, we focus more on a set of
article’s features that can be utilized for HCP. As we assume
that the HPC features can be used by researchers to shape
their scientific publications before dissemination. Moreover,
the most effective articles features are highlighted for HCP.
The data has two labels either highly cited or lowly cited. The
labeling of the data was done according to ESI where HCP
papers are marked with a value of 1.

A. Background Machine Learning Methods
In this section, we are presenting a brief background of the

machine learning algorithms adopted in this study.
• Support Vector Machines:

Support Vector Machines (SVM) is a discriminative clas-
sifiers that assumes a clear separation between any two
groups of data [33]. So, the key task of SVM is to
maximize the separation between these classes. However,
a soft margin SVM is used to relax the clear-separation
assumption by SVM and allow classes overlapping. This
is done by optimizing the following equation:

minw,ξ 0.5w
Tw + C

∑n
i=1 ξi

s.t.wTxntn ≥ 1− ξn ∀n
ξn ≥ 0 ∀n

(1)

where t ∈ {−1, 1} and ξn are penalties for those points
violates the decision margin.
Finally, after training and finding the best parameters, the
classification outcome is computed by:

argmax
t

(wTXtest)t (2)



For non-separable data, a kernel trick was introduced
by Cortes and Vapnik in [34] to transform the data
to another dimension space that could be separable.
Therefore, Equation 3 is modified as follows:

argmax
t

(wTφ(Xtest))t (3)

where φ(.) is called a kernel function.
• K-Nearest Neighbor:

K-Nearest Neighbor (kNN) is an instance-based classifier
which determines the query label based on evidence
of the closest samples in the training set. Moreover, it
is a non-parametric algorithm which means no initial
strong assumptions about the classification space should
be made before evaluation [35]. Formally, a test point: x
define a set of the k nearest neighbors of x as Sx, where
Sx ⊆ D s.t. |Sx| = k and ∀(x′, y′) ∈ Sx,

dist(x, x′) ≤ min
(x′′,y′′)∈Sx

dist(x, x′′) (4)

A classifier kNN() is defined as a function returning the
common label of samples in Sx:

kNN(x) = mode(y′′ : (x′′, y′′) ∈ Sx), (5)

where mode(·) is returning the most frequent label in the
Sx.

• Trees Classifier:
– Decision tree method

A decision tree method classifies (i.e. categorizes)
a data instance by finding the fittest rule down
the tree (i.e. from root to leaf nodes) that allows
such an algorithm to produce a decision. The al-
gorithm refines its decision for the given features
of an instance by repeatedly selecting a branch/sub-
decision at each point (i.e. node). A final decision
(class label) is produced once the algorithm reaches
the leaf nodes. A mid-node may have at least two
branches (children nodes) where the leaf node does
not have any children. The Decision tree algorithm
is straightforward, but in terms of its structure, the
number of nodes can be gigantic.
In this work, a decision tree is built using the Gini
impurity method. Suppose we have C classes and
p(i) is the probability of picking an instance with a
class label i, then the Gini Impurity is calculated as:

G =

C∑
i=1

p(i)× (1− p(i)) (6)

– Random Forest
The Random forest is among well-known machine
learning algorithms [36]. The algorithm constructs
multiple uncorrelated decision trees uses bootstrap
aggregation (bagging) technique [37]. So, Random
Forest, as its name implies, it consists of a large
number of individual decision trees that operate as
an ensemble classifier. Each individual tree in the

TABLE II: Features Definitions

Category Feature Definition
2*Author-based AU Authors count

COL Inter. collaboration(True, False)
Project-based FUN Research funding(True, False)

8*Article-based DT Title length
TP Title punctuation count

DTY Document type
KW Keywords count
ABS Abstract length of characters
REF References count
SP Supplement (True, False)
PC Page count

5*Journal-based PUB Publisher
SI Special issue (True, False)

LNG Language
IF Journal Impact factor
QR Journal quartile

random forest constructors refines rules for class
prediction. Then, the most voted label by all trees
becomes the class label.

• Adaboost Classifier:
The AdaBoost classifier is an ensemble learning method.
Unlike other ensemble methods, AdaBoost starts with a
classifier to model the whole training data. Then, it uses
multiple instances of the same classifier to model the
incorrectly classified instances of the first classifier. The
method adopted in this work is called Adaboost SAMME
and described in this work [38].

• Naive Bayes Classifier:
Naı̈ve Bayes classifier is based on Bayes theorem with
an assumption that all given features are independent. So,
the Naı̈ve Bayes classifier assigns the most likely class
label to a given instance by the following:

P (y|X) =
P (X|C)P (C)

P (X)
, (7)

where X = (x1, x2, ..., xn) is an instance of a feature
vector, C is a class label, P (y|X) is a posterior proba-
bility, P (X) is a proir probability of predictor, and P (C)
is a proir probability of class. The naı̈ve Bayes classifier
is very successful in many domains [39].

IV. EXPERIMENTAL WORK

A. Data collection

The database used in this paper covers highly cited papers
(Technology research area) as defined by the Clarivate ESI
during the period from 2009 to 2019. The data collected
from ESI contains metadata about 26154 highly cited papers,
252,015 authors, and 7,036,905 citations. ESI is a prominent
platform that deals with consistent evaluation indicators for
universities, governments, and research institutions. It offers
unbiased metrics that measures 22 academic fields and cap-
turing six indices; the total number of cited papers, citation
frequency, the mean value of citation per paper, highly cited
papers, hot papers, and also top papers.
To have a balanced dataset we also collected metadata about
the similar number of lowly cited papers (according to ESI
definition) in the same period 2009-2019. These papers are



Fig. 3: Six Features correlation matrix

authored by 170,073 researchers and received 657,339 cita-
tions.

B. Results and Discussion

1) Identify Highly Cited Paper Features: Present studies
show that paper citations are influenced by several features
that can be categorized by relevance to author, field, article
or journal features [5], [12], [19]. In this study, an initial set
of 16 features is extracted from the ESI metadata to represent
the articles. The features belong to four general categories
as listed in Table II. Spearman correlation analysis is used
to investigate the relations between the features and scientific
impact. Six features are found significant as depicted on Figure
3.

2) ML methods settings: We compared four machine learn-
ing algorithms; two ensemble methods (RandomForest, Ad-
aBoost), a discriminative method (SVM), and a generative
method (Naive Bayes). The algorithms are configured and
tuned to predict HCP.
The RandomForest method is configured with a maximum of
100 trees. The trees were generated randomly to fit the training
data using the Gini Impurity method. The combination of
these trees is used to make a final decision. For AdaBoost,
we adopted the SAMME.R implementation for faster con-
vergence. A radial basis function (RBF) is used for SVM to
model the training data. The SVM, then, is configured with
C = 1.0 and gamma =1.0. The setting of SVM was computed
empirically.

3) Results and Performance Evaluation: The results are as-
sessed using the standard machine learning metrics; Precision,
Recall, and f1-score. Equations (8,9, and 10) formulate these
metrics.

Precision =
TP

(TP + FP )
(8)

Recall =
TP

(TP + FN)
(9)

f1score = 2× (
Precision×Recall)
(Precision+Recall)

(10)

TABLE III: Experiments Results using (16) Features

Methods Precision Recall F1-Score
Random Forest 0.89 0.89 0.89

AdaBoost 0.82 0.82 0.82
SVM 0.74 0.53 0.4

Naive Bayes 0.73 0.66 0.63

TABLE IV: Experiments Results using Four Features only

Methods Precision Recall F1-Score
Random Forest 0.82 0.82 0.82

AdaBoost 0.8 0.8 0.8
SVM 0.78 0.78 0.78

Naive Bayes 0.72 0.7 0.7

where TP, FP , and FN are the true positive, false positive
and false negative of the calculated results.

Tables (III, IV) summarize the experiments results.
The results illustrated in Tables (III, and IV) are showing

that the ensemble methods outperform the others. Using Ran-
domForest, the model was able to generalize and predict a
paper to be highly-cited correctly with 89% f1score using 16
features. Moreover, the precision and recall were the same.
SVM and Naive Bayes classifiers were performed the worst
due to the high overlap among the classes. As the metadata
collected for lowly-cited articles in several examples are found
similar to those of the highly-cited, these two classifiers made
many miss-classifications (Table III).
As we can observe from the matrix in Figure 3, there are

two features that are highly correlated. Therefore, we removed
them from the feature space and rebuild ML models. The
results of the RandomForest classifier is negatively affected by
this selection of features and the f1score reduced from 89%
to 82%. Similarly, the performance of the AdaBoost method
was reduced from 82% to 80% f1score in both experiments
respectively.
On the other hand, the performance of both the SVM and
Naive Bayes classifiers were improved by reducing the fea-
tures from 16 to 4. The SVM model was able to improve
from 40% to 78% f1score, and Naive Bayes was reached

Fig. 4: Machine Learning Method Accuracy



70% f1score.
One reason for the above performance is that these two
algorithms assume feature independence. Therefore, removing
correlated features has helped in improving the performance of
these two ML algorithms. To sum up, based on the experiments
conducted in this study the number of authors(AU), Research
Funding info(FUN), international collaboration(COL), and
journal quartile(QR) are found the most important character-
istics for HCP.

V. CONCLUSION

Usually, highly cited papers are sharing common charac-
teristics. Such characteristics are very important to consider
raising the visibility of the scientific communication of re-
searchers. On the other hand, some of these characteristics are
dynamic and changing from time to another. In this work, we
investigated the highly-cited papers’ factors according to the
information extracted from Clarivate Web of Science database.
Among all factors, we selected the common 16 features that
match previous literature. The statistical analysis reveals that 6
of the factors are playing an important role in the class of the
paper ( whether it is highly or lowly cited). However, some of
these factors are inter-correlated. Furthermore, the experiments
showed that researchers’ may consider only four features as
important. In the future, we will consider applying a similar
methodology using another common research database such
as Elsevier-SCOPUS and compare the results.
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