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Abstract. The article delves about the development of a Process Monitoring Strategy of the 

Blast Furnace of a Steel Making Shop (SMS). Blast Furnaces are employed for production of 

molten pig iron from sintered iron ore for subsequent production of plain or alloy carbon steel. 

Proper monitoring strategy of Blast Furnace assumes great importance owing to the fact that 

the quality of the molten pig iron thus produced has a bearing on the ultimate quality of the 

steel being produced by the concerned steel making plant. The Process Monitoring Strategy 

devised considered the nonlinear relationship existing amongst the process and feedstock char-

acteristics associated with the Blast Furnace. The methodology being employed for develop-

ment of the strategy is an amalgamation of Artificial Neural Network (ANN) and Principal 

Component Analysis (PCA) collectively termed as Neural Network Fitting-Principal Compo-

nent Analysis (NNF-PCA) model. The ANN model was used for addressing the issue of non-

linearity by transforming the nonlinear process and feedstock characteristics observations of the 

Blast Furnace into its fully or partially linear counterpart and PCA was used for development of 

the nominal model for monitoring of the characteristics associated with the Blast Furnace. The 

monitoring of the Blast Furnace included detection of the fault by employment of PCA score 

based control chart and their subsequent diagnosis attained by the usage of appropriate fault 

diagnostic statistic. 

Keywords: Process Monitoring Strategy, Blast Furnace, Artificial Neural Network, Principal 

Component Analysis, Control Chart, Fault Diagnostic Statistic. 

1 Introduction 

Blast furnace [1] can be referred as a metallurgical furnace engaged in the production 

of pig iron which is an integral part of Steel Making Shop (SMS) [2]. Working of 

blast furnace is based on the process of chemical reduction in which fuel (coke), flux 

(limestone) and sintered iron ore (collectively known as furnace charge) are supplied 

from the top and hot air also known as blast is supplied from the bottom of the blast 

furnace through a series of openings known as tuyeres.  Downward flowing furnace 

charge reacts with upward flowing blast to produce molten metal and slag at the bot-

tom and waste gases exit from the top of the furnace. The technology of blast furnace 

in steel making will continue to be used for years to come owing to its cost com-

petiveness and efficiency with respect to size [3]. In order to improve the quality of 

steel being produced proper monitoring of the blast furnace characteristics of a steel 

making shop becomes an important aspect.  

Multivariate projection based strategy such as strategies mainly based on Principal 

Component Analysis (PCA) [4-5] and Partial Least Squares Regression (PLSR) [6] 
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have been widely used for the development of monitoring strategy. These are based 

on the assumption of linear relationship amongst the characteristics and are used in 

order to avoid the computational complexity associated with nonlinear techniques. 

Furthermore application of linear techniques to nonlinear problem may give rise to 

erroneous results. In recent decades, development of various nonlinear counterparts of 

the linear techniques of process monitoring has been observed. Nonlinear techniques 

of process monitoring can be broadly divided into three major categories viz. linear 

approximation based technique, Kernel function based techniques and artificial intel-

ligence (AI) based techniques. Bayesian inference [7] comes under the linear approx-

imation based technique of process monitoring in which a nonlinear space is approx-

imated by several linear sub-spaces and separate monitoring strategy needs to devise 

for each sub-space which is further amalgamated using Bayesian inferences. Kernel 

function based strategy such as Kernel principal Component Analysis (KPCA) [8] and 

Kernel Partial Least Squares regression (KPLSR) [9] involves mapping the nonlinear 

space to high dimension feature space using kernel functions such as Gaussian kernel 

function or radial basis function to high dimension feature space where data behaves 

more linearly and PCs are extracted through the eigen decomposition of the covari-

ance matrix of the feature space. AI [10] based techniques such ANN [11-12] and 

Fuzzy Logic [13] has also found profound application in nonlinear process monitoring 

is comprised of development of a neural network which learns the nonlinear relation-

ships amongst the characteristics and transforms it to partially or fully linear through 

minimization of reconstruction error.  

In this article a process monitoring strategy has been developed to monitor the process 

and feedstock characteristics associated with the blast furnace of an SMS considering 

the high dimensionality and nonlinear relationship amongst the characteristics. NNF-

PCA which is an amalgamation of ANN and PCA has been employed for the devel-

opment of the nominal model and fault detection has been achieved through the em-

ployment of score based Hotelling T2 chart [14]. Furthermore fault diagnosis has been 

carried out by suitable fault diagnostic statistic preferably contribution plot [14]. The 

paper has been organized or structured in the following manner viz. introduction of 

process monitoring and brief review about the nonlinear process monitoring strategy, 

description of NNF-PCA approach of process monitoring technique with their math-

ematical details, case study pertaining to the SMS, analysis and conclusions. 

 

2 NNF-PCA working  

NNF model comes under the non supervised ANN which is an AI based technique of 

process monitoring. In NNF model the nonlinear data set is transformed to partially or 

fully linear through the development of a neural network (by appropriately selecting 

activation function, weight and bias vector) and minimizing the reconstruction error.  

The developed neural network consisted of three layers viz. input layer, hidden layer 

and output layer. Transformation from input layer to hidden layer is encoding while 

transformation from hidden layer to output layer is decoding. A nonlinear encoding 



 

with linear decoding transforms the nonlinear data set to partially or fully linear form. 

The mathematical details of the NNF model is provided below 

The input data in the form of matrix X is fed to the input layer which gets transformed 

to Z (latent code or latent representation) as represented in equation 1 
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Where   is the nonlinear transformation function, σ(.) is an activation function like 

sigmoid function, matrix W is parameter matrix which tells about the weight associat-

ed with each input and b is a biased vector. 

The latent code or latent representation Z can further be transformed into output    

which can be mathematically represented as  
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Where  ,    and    of decoder part may be different from encoder part and β is nonline-

ar transformation function. In order to learn the parameters in the activation function 

the neural network is trained to minimize the reconstruction error.  

 

[W,b;   ,   ] = argmin     
   -  (  σ(WX+b)+b2    2                                      3 

 

 

After the transformation, PCA has been adopted for the extraction of features such as 

scores and loadings 

3    Case Setting 

The case under consideration is a Steel Making Shop (SMS) engaged in the produc-

tion of steel ingots, situated in eastern India with production capacity of 0.5 million 

tons per annum. The SMS under consideration has following major stations viz. Coke 

Oven, Sintering Plant, Blast Furnace, Ladle Refining Furnace (LRF) and Continuous 

Casting Machine (CCM). Figure 1 depicts the flow chart of the SMS. 
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Fig 1: Flow chart of the SMS 

 Total of seven process and feedstock characteristics associated with the blast furnace 

of the SMS has been taken for the analysis.  Table 1 depicts the process and feedstock 

characteristics associated with the blast furnace along with the descriptions and ab-

breviations. 

Table 1: Process and feedstock characteristics details pertaining to Blast Furnace 

 

Characteristics associat-

ed with Blast Furnace 

Description Abbreviation 

Blast Temperature Temperature of blast 

furnace in degree Cel-

sius 

BFT 

Blast Rate Rate of hot air supplied 

in m
3
/sec 

BFR 

Skip Coke Percentage of Coke 

with grain size 40-80 

mm 

BSC 

Nut Coke Percentage of Coke 

with grain size 10-40 

mm 

BNC 

CD coal Percentage of Coal 

Dust with grain size < 

0.071 mm 

BCD 

Fe input from sintering 

plant 

Percentage of Sintered 

Iron ore  

BFE 

CaO input  Percentage of Calcium 

Oxide 

BCG 

  

4   Analysis 
In this article a nonlinear process monitoring strategy has been developed to monitor 

the process and feedstock characteristics associated with the Blast Furnace of the 

SMS that has been discussed in the previous section. To total of 90 observations of 7 

process and feedstock characteristics associated or pertaining to the Blast Furnace has 

been considered for the analysis. The monitoring strategy has been developed consid-

ering the effect of nonlinear relationship amongst the characteristics as well as high 

dimensionality of the data set. The analysis has been carried out in five phases viz. 

Data Pretreatment, Data Pre-Processing, Model Development, Fault Detection and 

Fault Diagnosis.  

Data pretreatment includes removal of outliers from the data as well as standardiza-

tion of the data. Hotelling T2 chart for individual observation has been adopted for the 

removal of outliers, no outliers have been found in the data set.  Furthermore the data 

has been standardized using the general standardization formula to bring them in one 

scale. In Data pre-processing the nonlinearity testing and collinearity testing of the 

data has been carried out. Nonlinearity testing has been carried out by constructing 

fitted line plot between any pair of variables and obtaining their R2 value (model fit 



 

value). R2 value for any given pair of process and feedstock characteristics is found to 

be in the range of 0.6 to 1.2 which is an indicative of nonlinear relationship amongst 

the characteristics. Furthermore the collinearity testing has been accomplished by 

using Spearman’s rank correlation analysis. Mathematical details of Spearman’s rank 

correlation is provided in equation 9 

Spearman’s rank correlation coefficient (rs) =   
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Where‘d’ is the difference between the ranked values and ‘n’ is the number of obser-

vations. The correlation coefficient amongst the characteristics is shown in table 2 is 

indicative of existence of appreciable correlations amongst the characteristics.  

 

 Table 2: Correlation coefficients of the characteristics associated with the Blast Fur-

nace 

 BFT BFR BSC BNC BCD BFE 

BFR 0.80      

BSC 0.91 0.20     

BNC 0.82 0.86 0.70    

BCD 0.65 0.77 0.81 0.61   

BFE 0.55 0.58 0.69 0.78 0.75  

BCG 0.84 0.68 0.20 0.41 0.40 0.66 

 

The pretreated and pre-processed data has been used for the development of the 

nominal model. NNF-PCA has been adopted for the development of the nominal 

model which is an amalgamation of NNF model and PCA. NNF model comes under 

the ANN based technique of nonlinear process monitoring which involves transform-

ing the nonlinear data set to partially or fully linear using a neural network. The neu-

ral network in this case consists of three layers viz. input layer with n nodes, hidden 

layer with p nodes (p<n) and output layer with n nodes. Appropriate activation func-

tion, weight and bias has been assigned for the network and transformation has been 

carried out through minimization of reconstruction error. After 3 iterations nonlineari-

ty testing is further carried out using fitted line plot as discussed earlier, the R2 value 

thus obtained lies in the range of 0.67 to 0.72 which indicate that data set has been 

transformed to partially linear form. For extraction of parameters such as scores and 

loadings PCA has been adopted. Figure 2 shows the Scree plot of the PCA and table 

X is showing the number of component along with their respective variance and cu-

mulative variance. 
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Figure 2: Scree plot of the PCA 

Table 3: Variance and Cumulative Variance of the PCA 

Component Variance Cumulative Variance 

1 0.530 0.530 

2 0.254 0.784 

3 0.116 0.900 

4 0.053 0.953 

 

After model building, fault detection has been carried out. Multivariate control 

chart, Hotelling T2 chart has been adopted for the detection of faults. Control limit has 

been established using 90 observations and remaining 30 observations has been treat-

ed as new observation. T2 statistic of new observations has been plotted against the 

established control limit. Observation number 6 has been found as out of control ob-

servations. Hotelling T2 chart for new observation is depicted in figure 3 
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Figure 3: Hotelling T2 chart for new observations 

 

After the detection of fault next objective is diagnosis of the detected fault. It is as-

sociated with identifying the root cause of the fault. Contribution plot has been adopt-

ed for fault diagnosis, which shows the relative contribution of the characteristics 

towards the fault. Figure 5 depicts the contribution plot of the process and feedstock 

characteristics associated with the blast furnace. It is evident from the contribution 

plot that characteristic BFT is the major contributor towards the fault. 

 

 
 

Figure 5: contribution plot for out-of-control observation no 6 

 

5    Conclusions 
A nonlinear process monitoring strategy was devised for monitoring of Blast Fur-

nace characteristics of a SMS. A total of seven characteristics were considered. The 

nonlinear profiles of the measured characteristics were converted to its linear counter-

part by employment of NNF model which removed the nonlinearity in the observa-

tions pertaining to the characteristics to a great extent. Thereafter the linear variant of 

the PCA was applied on the linearly transformed data for building of the process rep-

resentation. For detection of the faults, Hotelling T2 chart based on PCA scores was 

employed which detected one out-of-control observation of a total of sixty observa-

tions that were monitored. Contribution plot were constructed for determination of 

root causes also termed as fault diagnosis for the detected faults. The contribution plot 

for fault diagnosis depicted the relative contribution of the individual characteristics 

to the detected fault. For out-of-control observation no. 6, characteristic BFT’s rela-

tive contribution to the detected fault was around 73%. Thus in the hindsight it can be 

assumed that the nonlinear process monitoring strategy thus devised was able to mon-

itor the characteristics associated with the blast furnace in an efficient manner. 
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