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Abstract  

Crimes are a social irritation and cost our society deeply in several ways. Any research that can help in solving crimes 

quickly will pay for itself. About 10% of the criminals commit about 50% of the crimes. The system is trained by feeding 

previous year record of crimes taken from legitimate online portal of India listing various crimes such as murder, kidnapping 

and abduction, dacoits, robbery, burglary, rape and other such crimes. As per data of Indian statistics, which gives data of 

various crime of past 10 years (2001-2010) a regression model is created and the crime rate for the following years in various 

states can be predicted. We have used supervised machine learning technique on the crime records for knowledge discovery 

and to help in increasing the predictive accuracy of the crime. This work will be helpful to the local police stations in crime 

suppression.  
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1. Introduction  

Crime rates are rising steadily, and crime patterns are evolving all the time. The behaviors in the crime pattern 

are so challenging to explain. This essay demonstrates how promoting social development might help reduce 

crime. The objective is to present a thorough examination of theory and research about the prevention of crime 

in society and to put into practice various data analysis methods that address the relationships between crime 

and its pattern The data for the project are collected from the Kaggle open source name of dataset is property 

stolen and recovery. Data preparation was carried out once the data were transferred to.csv format.  

The following methods were used to process the dataset:  

 SVM (support vector machine)  
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2. Architecture and Working  

 

The information includes several more variables in addition to the number of Area Name, year, and subgroup 

name and other attributes. In this case, SVM (Support vector machine) techniques are largely used for crime 

analysis and to discover hidden patterns of crime in India.  

 

 

 
  

  

  

The data mining techniques used are as follows: -  

  

SVM (support vector machine):  - A classifier that divides the data set into categories by creating an ideal 

hyperplane between the variables. I choose this classifier because of how adaptable it is in terms of the variety 

of kernelling functions that may be used, and since this model can provide a high prediction rate.  

  

3. Proposed Work  

  

It can be divided into 4 parts:   

a. Data processing and cleaning   

b. Random sampling  

c. Train model   

d. Estimate the performance  
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3.1 Data processing and cleaning:  

 

We must prepare the data in the proper format for analysis and cleaning in this phase. One of the methods 

could be required to convert the variables.  

1. Uniformity or gradual normalization  

2. Management of values that are missing  

  

3.2 Random sampling training sample:  

 Model will be developed on this sample. 70% or 67% of the data goes here. Test Sample: Model 

performances will be validated on this sample. 30% or 33% of the data goes here.  

  

3.3 Train models:  

Verify the algorithm's underlying premises. Create a model and train it using the data that is currently 

available, then evaluate its performance in terms of error, accuracy, etc.  

  

3.4 Estimate the performance:  

 Utilizing the test sample, evaluate the model's performance in terms of accuracy, precision, and other 

metrics.  

  

4. Implementation  

  

               The initial stage of information gathering involves gathering data from previously accessible/current 

datasets via web sources. These datasets are combined to create a single dataset that will be the subject of study.  

  

4.1 Data collection  

  

         The data set that was gathered to forecast crimes is divided into a training set and a test set. Typically, 

the Training set and Test set are divided into 7:3 ratios. The Support vector classifier (SVC)created data model 

is applied to the training set, and test set prediction is done based on the test result accuracy.  

  

4.2 Data Preprocessing  

  

 This procedure contains steps to eliminate any null or infinite values that can impair the system's accuracy. 

Formatting, cleaning, and sampling are the primary procedures. Data that is missing or needs to be fixed can be 

removed or fixed using the cleaning procedure. When adequate data are utilized in sampling, the algorithm's 

execution time may be shortened. The preprocessing is carried out in Python.   

This study employed Tabular software and the Python module Scikit-learn (sklearn) to preprocess the dataset.  

1. The properties in the dataset are divided into two groups: those with text values and those with numeric 

values. The text characteristics in the dataset for this study must be immediately translated into a numeric value 

to train the model. The NumPy package for Python is used to do this translation.  

2. In our dataset, attributes of the string type include "Year," "Area Name," "Subgroup name" etc. This 

study assigned numerical values to certain skills using Python.  

  

 

 

Kidnapping     
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Rape   
 

 

 

  

  

  

Theft     
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All the above graphs Shows criminal activities happening since 2001 to 2010. The y axis on the 

graph shows the number of crime rates and x axis on the graph shows years over the time period 

from 2001 to 2010. 

 

4.3 Feature selection   

  

Features selection is done which can be used to build the model. The attributes used for feature selection     

are year, Area name ,sub group name ,k a cases reported.   
 Table 1. Attributes that are used from the 

datasets  

   

Year  

Area Name  

Sub group  

K A cases reported  

Location  

      

4.4 Training   

  

This technique randomly splits the dataset into training and test data in the proportions. Then any algorithm 

is enclosed. Then, we include our training data into this algorithm so that the computer may learn from it. The 

training portion is now over  

  

4.5 Prediction   

  

            A NumPy array's additional feature dimensions as well as the predict function, which accepts an array 

as input and returns a projected target value as output. So, either 0 or 1 is the expected goal value. By comparing 

the actual values of the test set with the projected values, it is possible to determine the test score, which is 

calculated as the ratio of the number of correctly predicted outcomes to the total number of predictions made.  

 

Result 

 

 

 

  

  

  

 

 

 

 

 

Conclusion  

A systematic approach to identifying crime is crime analysis and prediction. This system can predict and 

visualize crime-prone areas by predicting regions with a high probability of crime occurrence. We can extract 

previously unknown, useful information from unstructured data using the concept of data mining. 

The accuracy of our project is 98.8%  
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Future Scope  

  
Our future research direction will focus on:  

1) Training the model on a larger data set from the deep web to perform a comparative analysis of information 

embedded in the surface web (Twitter) and darknet forums using SVM. 

2) Collecting and annotating more data from surface web deep web which will be made publicly available.  
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