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Abstract. Recommendation systems suffer from problems related to scalability, 
data sparsity and cold starts, resulting in poor-quality predictions. Hybrid 
techniques, such as content-boosted collaborative filtering (CBCF) and/or combine 
collaborative filtering methods with other recommendation systems are highly 
essential to alleviate the drawbacks and to improve the overall prediction rate. 
Obviously, the combination of algorithms could make more accurate 
recommendations. CBCF could be used with a combination of a pure content-based 
predictor (pure CF) and user-based collaborative filtering (UBCF), which improves 
prediction quality and thus minimizes cold start and data sparsity problems. In this 
paper, a modified CBCF algorithm by implicitly collecting user ratings through a 
user-interest model has been developed. Experimental results were tabulated. 
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1 Introduction 

Recent changes in the World Wide Web and the enormous amount of accessible 
information have led to a rapid rise in the number of Internet users. This growing 
Internet usage limits the effectiveness of search engines and presents a challenging 
problem to all recommendation systems. Recommendation systems generate 
suggestions of items or products that might interest a collection of users [1]. Accurate 
and high-performance recommender systems can provide personalized services for 
users. Collaborative filtering models are useful for recommendations in situations 
where user profiles are investigated by observing a user’s transactions with a system, 
such as the user’s rating of a product that he has purchased [2]. Collaborative filtering 
algorithms must have the ability to deal with highly sparse data, to scale with an 
increasing numbers of users and items and make adequate recommendations, and to 
deal with problems such as cold start, data sparsity, scalability, synonymy, grey sheep, 
shilling attacks, and privacy protection. The idea behind CBCF prediction techniques is 
that a combination of algorithms can provide more accurate recommendations than a 



single algorithm [3]. The main drawbacks of CF algorithms are when a user does not 
rate many items and an item that can only be recommended after it has been rated by 
users which are commonly denoted as sparsity and cold start problems.  

1.1 Cold Start-The first of these problems arises in collaborative filtering systems, 
where an item cannot be recommended unless a user has rated it. Collectively, these 
problems are referred to as the cold start problem [4].   

1.2 Data sparsity-The data sparsity challenge appears in several situations. 
Specifically, the cold start or new item problem occurs when a new user or item has 
just entered the system. In such scenarios, it is difficult to find similar instances against 
which to form a comparison because of a lack of information [5].  

2 Methodology 
As hybrid collaborative filtering is a combination of two or more different techniques, 
an improvement in the performance of either technique might be useful to improve the 
overall performance. A better content-based predictor would mean that the pseudo-
ratings matrix generated would more accurately approximate the actual user-ratings 
matrix. Hence, a user-based collaborative filtering algorithm as a CF algorithm is 
proposed. This has already been shown to be the best algorithm in the memory-based 
collaborative filtering classification [6]. In a pure content-based predictor, a naive 
Bayesian text classifier is used to learn a six-way classification task. It is proposed to 
improve content-based predictions using this approach [7]. Most recommender systems 
use collaborative filtering or content-based methods to predict new items of interest for 
a user. While both methods have their own advantages, each of them by itself fails to 
provide suitable recommendations in many situations. By incorporating components 
from both methods, the resulting hybrid recommender system can overcome these 
shortcomings. An effective framework for combining content and collaboration has 
been presented.   A five-fold cross-validation with the predictions of the evaluation 
users to properly evaluate the prototypes has been proposed. It has been proposed to 
split the user evaluation ratings 10 times for experimental point of view.  These sets of 
ratings are used each time to randomly select10% of the ratings of every user and store 
them in a table. The other 90% of the ratings are stored in a training table.  
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3   Pure Content-based Predictor 
The implementation process starts with a Bayesian text classifier to learn a user profile 
from a set of rated movies. The prediction task can be assumed to be a text 
categorization problem, movie content information can be taken to be text documents, 
and user ratings (1-5) can be seen as one of six class labels. A multinomial text model 
is adopted, in which a document is modeled as an ordered sequence of word events 
drawn from the same vocabulary, V. The naive Bayes assumption [8] states that the 
probability of each word event is dependent on the document class. For each class iC
and word Vwk  , the probabilities )( iCP  and  )|( ik CwP  can be calculated from 
the training data. The subsequent probability of each class given a document D is 
computed using Bayes’ rule: 

  

                                                (1) 

 

Where  

ia - 
thi Word in the document and 

D -  Number of words in the document. 
In the implementation process, movies are represented as vectors of 

documents ‘ md ’ one for each slot. The probability of each word given the category 

and the slot mik SCwP ,|( must be calculated. The subsequent category 
probabilities, F, are computed using 

 

   (2) 

   

Where  
 
S -       Number of slots and  

mia - 
thi  Word in the thm slot. 
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After evaluating and implementing the predictor, the generated prediction quality value 
of the MAE is 0.982. 

4 User-based Collaborative Filtering (UBCF) Algorithm 
The UBCF algorithm produces a recommendation list for an object user according to 
the views of other users. The assumptions are that if ratings for a few items by a few 
users are similar to one another, ratings of other items by these users will also be 
similar [4]. The CF recommendation system uses statistical techniques to search the 
nearest neighbors of the object user. Based on the item rating awarded by the nearest 
neighbors, it predicts the item rating awarded by the object user and produces a 
corresponding recommendation list.  

4.1 Pearson Correlation Similarity - Similarity between two users and/or two items is 
measured by correlation-based similarities, such as the Pearson correlation. Pearson 
correlation measures the extent to which two variables linearly relate to each other. It 
measures the extent to which two variables linearly relate to each other. Hence, it is 
used to measure the similarity of various collaborative filtering algorithms. The 
Pearson correlation between users is 
 

                    (3) 

         

Where  

iar ,    - Rating assigned to item i by user a,  

ar     - Mean rating assigned by user a,  

uaP ,  - Similarity between users a and u, and  
m      - Number of users in the neighborhood. 
 
The active user’s opinion regarding a target item in terms of weighted average of the 
votes given to that item by other like-minded users is computed. Pearson correlation is 
used as a similarity measure between users. The algorithms can be summarized in the 
following steps: 

Step 1: All users are weighted with respect to similarity with the active user. Similarity 
between users is measured as the Pearson correlation between their ratings vectors. 
Step 2: Select n active users that have the highest similarity. 
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Step 3: Compute a prediction, uaP , from a weighted combination. The similarity 
between two users is computed using the Pearson correlation coefficient: 

    

          (4) 

 

where  

iar , -  Rating assigned to item i by user a and  

ar  -  Mean of the ratings assigned by user a. 
In step 3, predictions are computed as the weighted average of deviations from the 
neighbor’s mean: 

    

             (5) 

 

Where  

 iaP , -  Prediction for active user a for item i,  

uaP ,  - Similarity between users a and u and 
n       - Number of users in the neighborhood. 
 

The computation of the predictions, the mean of the predictions of the active users and 
the actual ratings can be computed using the MAE values, and the results are tabulated 
with respect to the nearest neighbor set.  

5 Singular Value Decomposition (SVD) Algorithm 
Singular value decomposition (SVD) [9] plays a vital role in numerical linear algebra 
and in many statistical techniques. Using two orthonormal matrices, SVD can 
diagonalize any matrix A, and the results of the SVD can reveal a lot about the 
consequences of the matrix. There are, of course, various modifications and 
adjustments to make in order for the algorithm to perform slightly better. These include 
regularization, using different functions for rating prediction instead of simply taking a 
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dot product of the preference and the feature vector, rounding off in a clever manner, 
etc. Similarly, SVD is capable of selecting the secular equation to be solved. 

5.1 Algorithm Required. Average ratings, the given ratings convert into a matrix of 
ratings R. compute an approximate matrix Rapp such that the MAE is minimized 
 
Step 1: Task. Find the best dictionary to represent the data samples as sparse 
compositions. 
Step 2: Initialization. Set the dictionary matrix D. Set J = 1. 
Repeat until convergence. 
Step 3: Sparse Coding Stage. Use any pursuit algorithm to compute the representation 
vectors.  
Step 4: Update Stage. For each column k = 1, 2... K in D. 
Step 5: Compute the overall representation error matrix 
Step 6: Restrict E by choosing only the columns corresponding to k. 
Step 7: Apply SVD decomposition. Choose the updated dictionary column. 
Step 8: Update the coefficient vector multiplied vectors 
 

FRRMAE app  

Step 9: Compute P as 2/1US and F as TVS `2/1  

Step 10: Minimize the error:   2
ijappRRE   

Step 11: Compute  1tPik and  1tF jk  
 
Taking the derivative with respect to ikP and jkF the updates are 

         tPtFRRLtPtP ikjkijappikik 1  

     tPPRRLtFtF ikikijappjkjk  )(1  

The MAE values are computed using the SVD algorithm for nearest neighbor sets, and 
the results are tabulated.  



6 Proposed Content-Boosted Collaborative Filtering (CBCF) 
Algorithm 
In content boosted collaborative filtering [11], Similarity between the active users is 
computed by using the Pearson correlation coefficient. The following steps describe the 
proposed algorithm. 

Required: Set of items and average ratings.  
Step1: A pseudo user-rating vector is created for all users in the database.   
Step2: Compute the pseudo-rating matrix by combining the pseudo user-rating vectors 
of all users.  
Step3: Compute the similarity between active user ‘a’ and inactive user ‘u’ using the 
Pearson correlation coefficient. 
Step4: Compute mean-centered ratings of the best n neighbors of the corresponding 
user as the weighted sum of the active user. 
Step5: Combine steps 3 and 4 to evaluate the predictions. 

7 Experiments and analysis 
The above-mentioned CF algorithms to address the cold-start and data sparsity 
problems are evaluated using MAE values. The experimental dataset, MovieLens, 
comes from the movie recommendation system designed by the GroupLens Research 
Project at the University of Minnesota [10]. 

7.1  Dataset  
The proposed implementation is evaluated using the MovieLens [10] dataset. The dataset 
consists of 100,000 ratings with ranging from 1 to 5 of 1,682 movies by 943 users. Each 
user has rated approximately 20 movies. The density of the MovieLens dataset is 0.063.The 
dataset provides the actual rating data for each user for various movies. User ratings 
range from 0to5 rating scale. The data have been cleaned up by removing from the 
dataset users with fewer than 20 ratings, as well as those within complete demographic 
information. The data sets u1.base and u1.test through u5.base and u5.test are 80% / 
20% splits of the u data into training and test data. Each of u1.test,u2.test,u3.test,u4.test 
and u5.test have disjoint test sets; this if for  5 fold cross validation to recur experiment  
with each training and test set and to get the  results for optimum values. 

7.2 Performance Evaluation 
The prediction quality of a CF approach can be evaluated by comparing 
recommendations to a test set of known user ratings. These systems are typically 
evaluated using predictive accuracy metrics, where the predicted ratings are directly 



compared to actual user ratings. The most commonly used metrics for prediction 
accuracy are the Mean Absolute Error (MAE). It computes the average of the absolute 
difference between the predictions and the true ratings. Lower MAE values indicate 
better predictions.  

   

      (6) 

         

Where 
 n - Total number of ratings by all users, 

iuP , - predicted rating for item u by user i and 

iur ,  - Actual rating. 
The influence of various nearest neighbor sets on predictive accuracy was tested by 
gradually increasing the number of neighbors. The item ratings of the users are 
evaluated according to the opinions of the users chosen ratings.  

7.3 Results and Analysis   
The results of MAE values for different sizes of neighboring sets are shown in Table 
1.The derived MAE values for different test datasets from u1.test to u5.test are related 
by their recommendation accuracy, which was computed and compared. The MAE was 
obtained for each component of fivefold cross validation experiment. The total MAE 
was then computed from the entire set of users and folds in the experiments. The MAE 
values obtained by using pure CF, the UBCF, the SVD and the CBCF algorithms are 
listed in Table 1. It is thus evident that the CBCF algorithm reduces the cold start and 
data sparsity problems in recommender systems.  

8 Conclusions 
Models of hybrid recommendation systems provide good quality predictions in 
instances of data sparsity. The modified CBCF system proposed in this paper converts 
a sparse user rating matrix into a full rating matrix for content data. CBCF algorithm 
showed the best prediction quality when compared with the pure CF, UBCF and SVD 
algorithms, and can thus reduce cold start and data sparsity problems. In this paper, it is 
showed that hybrid collaborative filtering is significantly better than any of the other 
collaborative filtering approaches. It overcomes some of the disadvantages of both 
collaborative filtering and content-based filtering by strengthening collaborative 
filtering with content-based collaborative filtering. 
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Table 1. MAE values for UBCF, SVD, Pure CF and CBCF 
 

 

Table 1- Nearest neighbor set (NNS) Vs Mean Absolute Error (MAE) values of User-based Collaborative 
Filtering (UBCF) Algorithm, Singular Value Decomposition (SVD) Algorithm, Pure Collaborative Filtering and 
Content-boosted Collaborative Filtering (CBCF) Algorithm with U1.test to U5.test datasets of MovieLens 
dataset. 

 

 

 

 

Test Dataset NNS /MAE 4 8 12 16 20 24 28 
 
U1.test 

UBCF 1.370 1.370 1.370 1.370 1.370 1.370 1.370 
SVD 1.049 1.049 1.049 1.050 1.049 1.049 1.049 
Pure CF 0.982 0.982 0.982 0.982 0.982 0.982 0.982 
CBCF 0.820 0.810 0.810 0.810 0.810 0.810 0.810 

 
U2.test 

UBCF 1.390 1.390 1.390 1.390 1.390 1.390 1.370 
SVD 1.091 1.090 1.090 1.090 1.090 1.090 1.090 
Pure CF 0.982 0.982 0.982 0.982 0.982 0.982 0.982 
CBCF 0.860 0.860 0.860 0.860 0.860 0.860 0.860 

 
U3.test 

UBCF 1.380 1.390 1.390 1.390 1.390 1.380 1.390 
SVD 1.091 1.091 1.091 1.091 1.091 1.091 1.091 
Pure CF 0.982 0.982 0.982 0.982 0.982 0.982 0.982 
CBCF 0.890 0.880 0.880 0.880 0.880 0.880 0.880 

 
U4.test 

UBCF 1.390 1.390 1.390 1.390 1.380 1.370 1.370 
SVD 1.161 1.161 1.161 1.161 1.161 1.161 1.161 
Pure CF 0.982 0.982 0.982 0.982 0.982 0.982 0.982 
CBCF 1.161 1.161 1.161 1.161 1.161 1.161 1.161 

 
U5.test 

UBCF 1.390 1.390 1.390 1.390 1.390 1.400 1.400 
SVD 1.168 1.168 1.167 1.167 1.167 1.167 1.167 
Pure CF 0.982 0.982 0.982 0.982 0.982 0.982 0.982 
CBCF 0.940 0.940 0.940 0.940 0.940 0.940 0.940 



Nearest neighbor set (NNS) vs. Mean Absolute Error (MAE) values 
of User-based Collaborative Filtering (UBCF) Algorithm, Singular 
Value Decomposition (SVD) Algorithm, Pure Collaborative Filtering 
and Content-boosted Collaborative Filtering (CBCF) Algorithm with 
U1.test datasets of MovieLens dataset. 
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