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Abstract 

The quality of education greatly affects the quality of human resources in the future. In 

Indonesia, students' interest in continuing their education to college is often influenced by 

various factors, such as economic conditions, personal aspirations, family influences, and 

information obtained regarding career choices, and so on. The quality of education in our 

country compared to other countries is very worrying, as we all know and see. SMA Masehi 

Sebiru-biru is a high school that has successfully graduated an average of 100 students each 

year. With a percentage of only ±20% of students who graduate who continue their education 

to college, which means that there is still a lack of awareness of SMA Masehi Sebiru-biru 

students about the importance of continuing their education to college. Based on this, the author 

wants to find out what factors influence the interest of SMA Masehi Sebiru-biru students to 

continue their education to college using the Decision Tree and Naïve Bayes methods. 
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1. Introduction 
 

In the era of globalization and rapid development of information technology, the quality of education 

greatly affects the quality of human resources in the future. The younger generation with good education has 

greater ability to face global challenges and increase the competitiveness of the future nation (Rahman, 2020). 

In Indonesia, students' interest in continuing their education to college is often influenced by various factors, 

such as economic conditions, personal aspirations, family influences, and information obtained regarding 

career choices, and so on. The quality of education in our country compared to other countries is very 
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worrying, as we all know and see. The current problem of education is the low quality at various levels of 

education, both formal and informal, due to a lack of human resources ( Khoirunnisa, 2021) . Thus, although 

the importance of higher education is increasingly recognized, there are still challenges in understanding the 

pattern of student interest in continuing their education to college level and what factors influence students 

in making this decision. 

Sebiru-biru Christian High School is one of the high schools located Jalan deli tua - penen km 36.5 

periaria village, Sibiru-biru district, Deli Serdang Regency, North Sumatra Province. This high school has 

100 students in each class, the students come from various family backgrounds and different economic levels. 

This high school has also succeeded in graduating an average of 100 students each year. With a percentage 

of only 100 students who graduate who continue their education to college, which means that there is still a 

lack of awareness of ±20%Sebiru -biru High School students about the importance of continuing their 

education to college. From the results of the author's brief discussion with several students at this school, it 

was found that some of them still do not understand the importance of continuing their education to college. 

Several students expressed that there were limited funds as an obstacle, even though there were many 

government scholarships that could be a solution. In addition, there were also those who stated that their 

parents did not allow them, who considered that high school education was sufficient to find a job. Based on 

this discussion, the author was interested in analyzing the interest patterns of high school students in 

continuing their education to college, as well as understanding what factors most influenced students' 

decisions to continue their education to college. To find out these factors, it is necessary to carry out data 

analysis and processing using data mining (Nas, 2021). 

Data mining, as one of the data analysis techniques, offers an effective approach to extracting information 

from a dataset. Through this technique, researchers can identify patterns and factors that may not be visible 

with conventional analysis methods (Mardi, 2020). By using data mining, this study aims to analyze the 

pattern of student interest in continuing their education to college, as well as identify the factors that influence 

these students' decisions. 

In this study, the author will use classification with the aim of predicting whether the student has the 

potential to continue college or not based on the data and factors that have been analyzed. In addition, this 

study is expected to provide new insights into how student interest in college can be influenced by certain 

factors for the field of education, and through this study it is also expected to be able to help schools to find 

out what factors influence students' interest in making decisions to continue their education to college, so that 

schools can design more targeted coaching or guidance programs, in order to increase students' interest in 

continuing their education to college in the following years.  

Based on the background described above, the author will conduct research on "Analysis of Student 

Interest Patterns to Continue Education to Higher Education with Data Mining", the author hopes that this 

research can provide a significant contribution to the development of education in Indonesia. 

 

 



2. Literature Review 

From the results of the Systematic Literature Review (SLR) that the author has conducted, it can be 

seen that there are several methods used by previous researchers in predicting interest patterns, namely 

research conducted by (Nas, 2021), (Ayunda et al., 2024), (Dina et al., 2024 ), (Situmorang, 2024), (Doahir 

& Annisa, 2022), (Sari & Imam, 2023), (Sadat et al., 2023) these researchers used the Decision Tree method 

in the classification process, and from the five studies an average accuracy value of 85.6% was obtained, 

which means that the Decision Tree method is good at predicting existing data sets, so that if used, the results 

obtained will be in accordance with reality. The next research is research conducted by ( Kriestanto & 

Femmy, 2021), (Handoko & Muhammad, 2021), (Lizar et al., 2023), Ninosari & Jhoanne, 2022) these studies 

use the Naïve Bayes method in the classification process of the data set to be analyzed, and from this study 

an average accuracy value of 84.5% was obtained, which means that the Naïve Bayes method is also a good 

method for predicting data. 

According to the results obtained from several previous studies that have been conducted, it was found 

that the Decision Tree method and the Naïve Bayes method are both good methods in predicting the data set 

to be analyzed, where the average accuracy value for the Decision Tree method was 85.6% and the average 

accuracy value obtained for the Naïve Bayes method was 84.5%. 

There are several previous studies that compare the Decision Tree method, Naïve Bayes, and other 

methods, namely research conducted by ( Khoirunnisa et al., 2021), (Anam et al., 2022) in these studies the 

best accuracy value was obtained by the Decision Tree method, but in the study (Kunjumon et al., 2023) 

which compared the Decision Tree method, Naïve Bayes, and other methods the best accuracy value was 

obtained by the Naïve Bayes method. In the study (Budiman & Zatin, 2021) obtained the same accuracy 

value between the Decision Tree and Naïve Bayes methods. 

Based on this, the researcher is interested in comparing the Decision Tree and Naïve Bayes methods to 

predict the analysis of the interest patterns of Sebiru-biru High School students to continue their education to 

college. 

 

3. Methods 

3.1 Data Mining Classification 

Classification in data mining is a technique for predicting categories or class from data based on patterns 

that have been found in historical data that has been labeled (labeled data). This technique falls into the 

category of supervised learning , where the model is trained using data that already has clear labels or classes. 

Once the model is trained, it can be used to predict the class of unlabeled data (new data) (Novitasary et al., 

2024). 

 



3.2 CRISP-DM ( Cross Industry Standard Process For Data Mining ) 

CRISP-DM (Cross Industry Standard Process for Data Mining) is a process model used in data mining 

to provide guidance in managing and running data mining projects (Wirth & Jipp, 2000). CRISP-DM is one 

of the most popular methodologies in both industry and academia, due to its flexibility that can be applied 

across industries and types of data (Mariscal et al., 2010). This model helps in planning and managing the 

data mining project life cycle systematically. The benefits of using CRISP-DM are reducing costs and time, 

as well as minimizing the need for knowledge for data mining projects. In addition, accelerating training, 

knowledge transfer, documentation, and capturing best practices are also benefits of using CRISP-DM 

(Chapman et al. 1999). The stages that will be carried out in CRISP-DM are Business Understanding, Data 

Understanding, Data Preparation, Modeling, Evaluation, and Deployment ( Basiri et al. , 2024). For more 

details on the stages in CRISP-DM, see Figure 1 below. 

 

 

 

 

 

 

 

 

 

 

3.3 Research Stages 

 In this study, the author will use the stages of the Cross-Industry Standard Process for Data Mining 

(CRISP DM). The stages that will be carried out in the Cross-Industry Standard Process for Data Mining are 

Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment ( 

Basiri et al. , 2024). The stages that will be carried out in the Cross-Industry Standard Process for Data Mining 

(CRISP DM) can be seen in Figure 2 below. 

 

Figure 1 : Tahapan CRISP-DM (Cross 

Industry Standard Process for Data 

Mining) 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3.1 Business Understanding 

This stage is to understand customer needs in depth. Activities carried out at this stage are determining 

business objectives, assessing the situation of resource availability, determining data collection objectives, 

and producing project plans ( Basiri et al. , 2024). In this study, the author found that SMA Masehi Sebiru-

biru needed an analysis related to student interests in continuing their education to college. 

 

3.3.2 Data Understanding 

   The next stage is the data understanding stage, namely identifying, collecting, and analyzing data sets 

that can help achieve project objectives ( Basiri et al. , 2024). Activities at this stage are collecting initial 

data, explaining data, exploring data, and verifying data quality. At this stage, the researcher saw that only 

20% of SMA Masehi Sebiru-biru students were interested in continuing their education to college, and held 

discussions with the principal of SMA Masehi Sebiru-biru. 

 

Figure 2 : Research Flow Diagram 



3.3.3 Data Preparation 

This phase is often called “ data mining ”, which is preparing the final data set for modeling. The 

activity in this phase is to improve the quality of the data to suit the modeling process that will be carried out 

next ( Basiri et al. , 2024). At this stage, the author will pre-process the data using phyton so that the data to 

be analyzed becomes a data set that is ready to be used in analysis or modeling with Decision Tree and Naïve 

Bayes. The pre-processing steps are as follows (Safdara et al., 2024 ): 

a. Data Cleaning, is the process of identifying and fixing data problems, such as input errors, duplication, 

and cleaning up missing or empty values. This stage has the main goal of producing consistent and 

accurate data sets. 

b. Data Integration, identifying and resolving inconsistencies between data from multiple sources, such as 

differences in units of measurement or date formats, then combining disparate data sets while 

maintaining consistent data structures and formats. 

c. Data Transformation (Data Transformation), this section includes 

• Normalization is adjusting the scale of data values to a certain range, such as 0-1, to facilitate 

comparison. 

• Standardization, which is changing the data so that it has a mean of 0 and a standard deviation of 1. This 

helps some machine learning algorithms work more effectively. 

• Encoding, which is converting categorical variables into numeric ones through methods such as one-

hot encoding or label encoding. This allows machine learning algorithms to process categorical data. 

d. Data Reduction, is a data reduction process to reduce the volume of data without losing important 

information. This can speed up processing and analysis. 

 

3.3.4 Modeling 

Creating and evaluating various models based on several different modeling techniques. At this stage, 

there are four tasks, namely choosing a modeling technique, generating a test design, building a model, and 

finally evaluating the model ( Basiri et al. , 2024). In this study, the data set that has been pre-processed will 

be processed using machine learning techniques. The data set will be analyzed using the Decision Tree and 

Naïve Bayes methods. 

 

3.3.5 Evaluation 

This evaluation phase looks more broadly at the model that best suits the business and what to do next. 

There are three activities that represent the evaluation phase, namely evaluation of results, review process, 

and determination of next steps ( Basiri et al. , 2024). From the results of modeling and processing of the data 

set that has been carried out, an evaluation of the results will be carried out, namely the accuracy value 

obtained using the Decision Tree and Naïve Bayes methods. Furthermore, the author will find out what 

factors have the most influence on the interest of SMA Masehi Sebiru-biru students to continue their 

education to college. After these factors are found, the author will consult with experts to provide solutions 



to SMA Masehi Sebiru-biru to help teachers take the next steps so that the interest of SMA Masehi Sebiru-

biru students to continue their education to college increases. 

 

3.3.6 Deployment 

This is the last and most important stage of the CRISP-DM process. Planning for deployment begins 

with the business understanding phase and must incorporate not only the generation of model values, but also 

how to convert decision scores and the integration of those decisions. Once the accuracy value is obtained, 

the factors influencing the interest of SMA Masehi Sebiru-biru students to continue their education to college 

are known, and the solutions provided by experts are obtained, the school will take further action to increase 

students' interest in continuing their education to college. 

 

4. Results & Discussion 

4.1   Data Attributes 

In this study, the data used are data from students of SMA Masehi Sebiru-biru majoring in science 

and social studies, where the attributes used include student biodata, such as name, address, parents' 

occupation, parents' income per month, and so on, as well as students' subject scores from semester 1 to 

semester 6. 

From the data obtained, statistics show that parental income varies quite significantly between 

students, with most parents of students having an income of around 4 million. The year of graduation tends 

to be distributed around 2022-2024. The label 'Continue to College' shows that most students do not continue 

to college because class 0 is much larger than class 1, namely students who continue to college. With a 

percentage of 86.3% for students who do not continue to college, and 13.6% who continue to college for 

science classes, and for social studies classes with a percentage of 92.3% for students who do not continue 

to college and 7.6% for students who continue to college. 

 

4.2  Modeling for Data Class IPA and IPS 

  In this study, the classification models used will be Decision Tree and Naïve Bayes. 
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Figure 3 : Modelling for Data Class IPA with Decision Tree 

Method 

Figure 4 : Modelling for Data Class IPA with Naïve Bayes 

Method 

Figure 5 : Modelling for Data Class IPS with Decision Tree 

Method 

Figure 6 : Modelling Data Class IPS with Naïve Bayes 

Method 



4.3 Evaluation 

The following are the evaluation results obtained from the model created above. 

4.3.1 Evaluation Model Decision Tree For Science Class 

Decision tree model that has been created has an accuracy of 89% , which shows that the model is 

quite good at predicting overall results. Then, from the results above it can also be seen that class 0 on the 

label 'Continue College' which means students who do not continue college is predicted very well, this can 

be seen from the results of precision 96%, recall 92%, f1-score 94%. While for class 1 on the label 'Continue 

College' which means students are interested in continuing college has a lower performance, this can be seen 

from the results of precision 60%, recall 75%, f1-score 67%, which shows that the model is more difficult to 

predict students who will continue college. 

 

4.3.2 Evaluation Of Naïve Bayes Model For Class IPA 

 Naïve bayes model that has been created has an accuracy of 90% , which shows that the model is 

very good at predicting overall results. In addition, from the results above it can also be seen that the model 

can predict class 0 on the label 'Continue College' which means students who do not continue college 

perfectly, this can be seen from the results of precision 1.00 , recall 0.96 , f1-score 0.98 . However, for class 

1 on the label 'Continue College' which means students who continue college has a low precision of 0.50 , 

but a recall of 1.00 , which means that the model can predict all students who actually continue college, but 

only 50% of the predictions that say they continue college are correct. For the macro avg and weighted avg 

values provide an overview of the overall performance of the model. 

 

4.3.3 Features Importance of Class IPA 

That there are 5 (five) attributes that contribute to the model prediction results, namely parents' 

income/month, Indonesian history value, English value and compulsory mathematics value, and student 

address. For parents' income/month with an importance value of 0.425747 has the highest importance value 

, meaning that this feature provides the greatest contribution in the model to predict the target. For the values 

of the courses that provide contributions are Indonesian history value, compulsory mathematics value, and 

English value. 

 

4.5.6 Evaluation Model Decision Tree For Class IPS 

The model that has been created has an accuracy of 98% , which means that most of the predictions 

are correct. For the prediction of class 0 on the label 'Continue to College' which means students who do not 

continue to college are predicted very well, both in precision 0.97 , recall 1.00 , and f1-score 0.98 . However, 

the model cannot predict at all for class 1 on the label 'Continue to College' which means students continue 

to college, because the precision and recall for this class are 0. This is likely due to the imbalance between 

class 0 and 1 data which can be seen from the macro avg value showing low performance due to the very 

extreme class imbalance, with one class that is very dominant. 



 

4.5.7 Evaluation Model Naïve Bayes Class IPS 

The naive bayes model that has been created based on the social studies class data has an accuracy of 

96% , which shows that the model as a whole is quite good at predicting the results. For the prediction of 

class 0 on the label 'Continue to College' which means students who do not continue to college are predicted 

very well, this can be seen from the results of precision 0.93 , recall 1.00 , f1-score 0.96 . However, the model 

is less good at predicting class 1 on the label 'Continue to College' which means students continue to college, 

because in recall only 33% are correct even though the model is able to predict 100% in class 1 with a 

precision of 1.00 . 

 

4.5.8 Features Importance of Class IPS 

The most influential attributes are parents' income/month and mandatory math scores. For parents' 

income/month, it gives an importance value of 0.84 and is the attribute that gives the largest contribution 

compared to the others. The mandatory math attribute also contributes to the model although it is smaller 

compared to the parents' income/month attribute. 

 

5. Conclusion and Suggestions 

5.1 Conclusion 

a. The decision tree and naïve Bayes methods on science and social studies class data are that both decision 

trees and naïve Bayes have equally good accuracy results, depending on the data set used. 

b. The interest of SMA Masehi Sebiru-biru students to continue their studies is very low, only 13.6% for 

science classes and 7.6% for social studies students. 

c. The most influential factor on students' decisions to continue their education to college, both science and 

social studies students, is their parents' monthly income, although there are other factors such as students' 

math and English scores, but their influence is very small. With a percentage for science classes of 42.5% 

of parents' monthly income, 13% of math scores, and 7% of English scores. While for social studies 

classes, the percentage is 84% for parents' monthly income, and 15% for math scores. 

d. As a solution for SMA Masehi Sebiru-biru to increase the interest of its students to continue their 

education to college, it can be done by conducting socialization to parents about the importance of 

continuing their education to college, helping students to find information about the availability of 

government scholarships, establishing cooperation with universities and educational institutions that can 

provide educational funding assistance for students who want to continue their education, establishing 

good relations with alumni groups who continue their education, and helping students find information 

about more affordable education such as online courses. or distance education, for the problem of subject 

grades, this can be done by the school creating additional classes for mathematics and English subjects 

for free and helping students find information about online classes that they can take online or at a 

relatively low cost. 



5.2   Suggestion 

   Here are some things that can be input for further research : 

1. Further research can develop this study by collecting more data and more attributes for more complex 

results. 

2. Further research can be conducted using other data mining methods so that the results can be compared 

with this research. 
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