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Abstract. The rising demand for higher education has strained resources, particu-

larly in providing instructional support through Teaching Assistants (TAs). Tradi-

tional TAs are vital for personalized learning, but their scarcity in high-enrollment 

courses hampers the 'one-to-one' interaction essential for student success. This re-

search develops and evaluates a Generative AI-based Teaching Assistant BOT (TA 

BOT) tailored to specific course content, leveraging large language models (LLMs) 

to enhance personalized interactions within Learning Management Systems (LMSs). 

By fine-tuning OpenAI's GPT-3.5-Turbo model using domain-specific data through 

a simplified Retrieval-Augmented Generation approach, we created a TA BOT for a 

software engineering course. The TA BOT was assessed by comparing it with ge-

neric ChatGPT and through student feedback. Results show that the TA BOT deliv-

ers more focused and contextually relevant responses, aligning closely with course 

objectives and enhancing students' understanding of core concepts. User feedback 

revealed high satisfaction, with 93.1% recognizing the TA BOT as a valuable edu-

cational tool. This study demonstrates the effectiveness of fine-tuning LLMs to cre-

ate domain-specific educational chatbots that improve personalized learning experi-

ences.  
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1 Introduction 

The rising demand for higher education has significantly challenged institutions to 

maintain quality, especially in large-scale programs [10]. As university enrollments in-

crease globally, institutions are under pressure to accommodate more students without 

compromising educational standards [1]. This has particularly strained resources in 

providing instructional support, where Teaching Assistants (TAs) traditionally play a 

key role. 

 

TAs are vital for enhancing learning experiences through personalized support, feed-

back, and bridging communication between students and faculty [5]. However, the scar-

city of TAs in high-enrollment courses limits their ability to provide individualized as-

sistance, negatively affecting student engagement and learning outcomes [10]. 
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Learning Management Systems (LMS) have tried to address this issue by offering plat-

forms that facilitate interactions through various modes, including one-to-one support, 

which is essential for personalized learning [10]. 

 

To mitigate the shortage of TAs and enhance personalized interactions, there is in-

creasing interest in leveraging Generative Artificial Intelligence (AI). Advances in 

Generative-AI, such as Large Language Models (LLM) like OpenAI's GPT-3, offer 

opportunities to provide consistent, tailored support at scale [3]. However, existing 

Generative-AI lacks the course-specific context necessary for effective guidance [11, 

14]. This research develops and evaluates a Generative AI-based Teaching Assistant 

BOT tailored to specific course content to enhance student support, using a software 

engineering course as a case study. By fine-tuning AI models to align with specific 

curricula, this study aims to bridge the gap between scalability and the need for indi-

vidualized support. 

2 Related Work and Literature Review 

The evolution of digital teaching assistants (TA bots) has progressed significantly, from 

early conversational AI systems like ELIZA to sophisticated generative AI models ca-

pable of providing personalized educational support. Early agents like ELIZA, devel-

oped by Weizenbaum, used pattern matching to simulate dialogue, demonstrating the 

initial potential of computers in education [12]. These systems, however, lacked true 

comprehension and adaptability, limiting their usefulness for complex educational in-

teractions. 

 

Intelligent Tutoring Systems (ITS) represented a major advancement by providing 

personalized feedback and adapting to individual learner needs [6]. Despite this pro-

gress, ITS struggled with flexibility and handling unexpected queries, necessitating 

more dynamic solutions for delivering course-specific content. A significant milestone 

was the development of "Jill Watson," a virtual teaching assistant designed to reduce 

the workload on human TAs at Georgia Tech [5]. While effective, Jill Watson's reliance 

on predefined datasets restricted its ability to address nuanced or novel questions. Sim-

ilarly, Edubot provided support for Ordinary Level Chemistry in Sri Lanka, but its lim-

itations in accuracy and adaptability hindered its overall impact compared to modern 

generative models [9] 

 

The advent of large-scale generative AI models, such as GPT-3 and GPT-4, has 

transformed TA bots by enabling them to generate coherent, context-aware responses 

[3]. These models leverage deep learning and extensive training data, allowing for ed-

ucational chatbots that align closely with the curriculum. Studies like those by Essel et 

al. (2022) [4] demonstrated the positive impact of virtual teaching assistants on student 

engagement and learning outcomes. Integrating generative AI-powered bots within 

LMSs further enhances the 'one-to-one' interaction model, providing personalized sup-

port to students, instant feedback, and explanations tailored to individual understanding 
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[8]. However, challenges such as ethical considerations, ensuring critical thinking, and 

addressing academic integrity issues remain key concerns [11, 12]. 

 

Despite significant advancements, notable gaps remain in the comprehensive evalu-

ation of TA bots, particularly regarding user feedback. Edubot, for example, lacked 

user-centered evaluation, which hindered a complete understanding of its effectiveness 

[9]. Addressing these gaps is crucial for refining chatbot functionalities to ensure they 

meet educational needs effectively. Future research should focus on integrating user 

evaluations and fine-tuning AI models to specific course content, thereby fully realizing 

the potential of generative AI-powered TAs in enhancing personalized learning within 

LMSs. 

3 Methodology 

3.1 Fine-Tuning Large Language Models (LLMs) 

Large Language Models (LLMs) like OpenAI's GPT-3.5 and GPT-4 are deep neural 

networks capable of generating human-like text by learning complex language patterns 

from large datasets [2, 3]. Fine-tuning LLMs for educational applications involves 

adapting pre-trained models to specific domains by retraining them on domain-specific 

datasets, enhancing their ability to provide specialized support [4, 7]. This involves 

optimization processes such as AdamW and gradient-based adjustments to refine model 

weights through backpropagation [2]. Regularization techniques, like weight decay and 

dropout, are used to prevent overfitting, ensuring the model’s ability to generalize ef-

fectively [7]. 

 

Different fine-tuning strategies are applied based on resource availability and speci-

ficity requirements. Full model fine-tuning updates all parameters, which is resource-

intensive, while layer-wise fine-tuning adjusts only selected layers to save computa-

tional resources [7]. Parameter-efficient techniques, such as Low-Rank Adaptation 

(LoRA), selectively introduce trainable parameters, balancing efficiency and perfor-

mance [2]. In this research, OpenAI's models were chosen due to their high accuracy, 

ease of deployment via cloud infrastructure, and continuous updates, making them ideal 

for educational adaptation [3]. 

 

However, fine-tuning OpenAI models presents challenges due to proprietary con-

straints. The optimization process is conducted through a "black box" API, which af-

fects transparency and reproducibility [14]. 

3.2 Data Pre-processing 

Data pre-processing was a crucial step that transformed raw content into a clean dataset 

ready for model training [2]. The core educational material for this project comprised 

the first nine chapters of "Software Engineering: Seventh Edition" by Ian Sommerville 
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[13]. Irrelevant content such as "Further Reading" sections and exercises were manually 

removed using an online PDF splitting tool, ensuring the final dataset was concise and 

aligned with the course syllabus. 

 

After pre-processing, the dataset for fine-tuning was generated using a simplified 

Retrieval-Augmented Generation (RAG) approach [8]. This involved dividing the con-

tent into chunks and generating simulated student queries to create prompt-completion 

pairs. LlamaIndex, an open-source tool [15], was used to manage data ingestion and 

indexing, which improved the model’s contextual understanding and its ability to pro-

vide educational responses without embedding-based retrieval [14]. Details on the 

modified RAG approach can be found https://tinyurl.com/mten8xkv. 

 

 

Figure 1: Simplified RAG Pipeline 

3.3 Fine-Tuning the GPT-3.5-Turbo LLM 

The GPT-3.5-Turbo LLM was fine-tuned using the curated dataset of query-response 

pairs, allowing the general-purpose model to be adapted specifically for software engi-

neering education. Fine-tuning helps the model internalize particular content patterns, 

thereby making it more effective at handling tasks such as understanding course-spe-

cific terminology and responding to student inquiries with context-specific answers [7]. 

Ultimately, this ensures the TA BOT can deliver high-quality, context-aware responses 

that mimic the capabilities of a human teaching assistant, enhancing personalized learn-

ing within LMS environments. 
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3.4 Experimental System Architecture and Design 

The TA BOT architecture comprises three layers: frontend, backend API server, and 

data storage. The frontend, developed with React, manages user interactions, while the 

backend uses Python Flask for integration with Redis Cache and MongoDB. Redis 

manages real-time conversations, and MongoDB provides persistent storage for histor-

ical interactions. The fine-tuned LLM generates relevant responses, and Docker con-

tainerization ensures scalability. Data flows via APIs between these components, ena-

bling efficient, reliable interactions. 

Figure 2: TA BOT System Architecture 

3.5 Data Collection and Evaluation Approach 

The TA BOT, which is available for public access at http://chat.ucsc.cmb.ac.lk, was 

shared among students who followed software engineering courses at the University of 

Colombo School of Computing. Later, a feedback survey was carried out to assess us-

ability, functionality, and system impact on student learning. Questions were dynami-

cally adapted based on user interactions, ensuring relevance. Distribution methods in-

cluded LMS course pages, WhatsApp groups, and direct integration in the TA BOT 

interface (https://chat.ucsc.cmb.ac.lk/). A mixed-methods evaluation, combining quan-

titative metrics (close-ended questions) and qualitative insights (open-ended re-

sponses), helped assess technical performance, user satisfaction, and educational im-

pact. 

 

The qualitative analysis focused on themes such as user interface, system respon-

siveness, and potential improvements. Suggestions ranged from UI design tweaks to 

expanding TA BOT functionalities to support images and diagrams. By combining both 

types of feedback, a comprehensive evaluation highlighted areas for further system de-

velopment to enhance student learning support. 

 

http://chat.ucsc.cmb.ac.lk/
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Figure 3: TA BOT Implementation – http://chat.ucsc.cmb.ac.lk 

4 Data Analysis, Results and Discussion  

4.1 Comparison Between Generic ChatGPT and TA BOT 

The comparison between generic ChatGPT and the TA BOT reveals that the TA BOT 

offers more focused, contextually relevant responses specifically tailored to the UCSC 

software engineering courses. Unlike ChatGPT, which gives broad, generalized an-

swers that lack alignment with course-specific learning goals, the TA BOT provides 

concise, syllabus-aligned definitions, improving student comprehension. This effec-

tiveness stems from the TA BOT's fine-tuning using Retrieval-Augmented Generation 

(RAG) techniques, which integrate domain-specific data, making it superior for tar-

geted educational support [7, 10]. 

4.2 Data Analysis 

The evaluation involved 34 valid responses, where 91.1% of respondents could suc-

cessfully start the TA BOT. Among them, 93.3% did not face technical issues, and 

62.1% found the responses meaningful. However, two users reported issues like an el-

lipsis without meaningful content. Additionally, 93.1% agreed that the TA BOT is a 

valuable educational tool, with several respondents providing suggestions for improve-

ment, such as enhancing response accuracy and expanding the system’s features. For 

those unable to access the TA BOT, browser compatibility and connection type were 

possible factors affecting accessibility. Feedback covered themes like UI design, re-

sponsiveness, feature enhancements, and educational impact, with suggestions focusing 

on improving usability and expanding interaction capabilities. 

http://chat.ucsc.cmb.ac.lk/
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4.3 Discussion 

Different large language models (LLMs) used in TA BOTs exhibit varying behaviors, 

leading to differences in the quality and relevance of responses. This variability arises 

from unique training datasets, model architectures, and fine-tuning methodologies, 

highlighting the importance of careful model selection and ongoing evaluation [3, 14]. 

The need for standardization and optimization is essential to ensure effective educa-

tional support, thereby enabling TA BOTs to align with specific course objectives and 

enhance the overall learning experience [6]. 

5 Conclusion and Future Work 

5.1 Conclusion 

The study developed and evaluated a Generative AI-based Teaching Assistant BOT 

specifically for the UCSC software engineering course, demonstrating superior perfor-

mance compared to generic models like ChatGPT in providing focused, contextually 

relevant responses. Fine-tuned using a simplified Retrieval-Augmented Generation 

technique and domain-specific data, the TA BOT effectively enhanced students' under-

standing of core concepts while minimizing confusion. User feedback was positive, 

with 93.1% acknowledging the TA BOT's value, though areas for improvement in re-

sponse accuracy and features were noted. Future work will include enhancing the user 

interface, integrating speech capabilities, improving backend efficiency through multi-

threading, and expanding applicability to other subjects and platforms such as Moodle 

LMS forums, aiming to offer more versatile and personalized educational support. 
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