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Abstract—Multi-tier architectures have been the de facto stan-
dard for web applications, leaving little room for alternative so-
lutions. Despite this, there is diversity in the proposals, especially
in the tiers’ number, size, and responsibilities. In particular, the
database-centric approach aims to implement application logic
and behavior within an RDBMS. In this work, we present,
model, and propose to extend the database-centric approach
into an RDBMS-only architecture, where the whole multi-tiered
application is implemented in the database server. We present
a characterization and description of the architecture and an
early prototype that implements the proposal. It is important to
note that both the database-centric and the proposed RDBMS-
only architectures are a particular case of a three-layered model
that needs to be differentiated from monolithic systems. Our
preliminary results show that this approach is not only feasible
but also advisable in some cases.

Index Terms—Database systems, Relational databases, Systems
architecture, Client-server systems

I. INTRODUCTION

Multi-tier architectures have been the de facto standard
for enterprise web applications for the last 30 years. They
minimally include a client-tier and a data-tier but often
include a middle-tier: an additional layer between them to sup-
port complex business logic [1]. This middle-tier is typically
implemented in an application server [2].

Adding specialized tiers is often a way to deal with com-
plexity, but the diversity of technology platforms implies an
increase in IT operations and maintenance costs [3] [4] [5].

The three-tier approach provides several architectural advan-
tages but requires interfacing overhead and coding expertise
[6]. This architecture is well suited for contexts where the
middle-tier introduces significant complexity to support busi-
ness logic not directly bound to presentation or persistence.

To ease the interfacing overhead, relevant Java frameworks
like Spring [7], collapse presentation and business layers into
a single framework. Different industrial proposals address the
need to ease tiering complexity, leading to simpler develop-
ment processes, adequate for multiple development needs.

Relational Database Management Systems (RDBMS) have
been the de facto solution for persistence, supporting almost
every persistence layer. We claim that the RDBMS can be
responsible for additional functionalities, like business logic
implemented into stored procedures in many cases. Along-
side the mainstream trend, there are proposals for database-
centric architectures in which the RDBMS performs different
functions in addition to persistence. This work addresses an
enterprise architectural proposal that collapses all the layers in
the RDBMS. We propose an RDBMS-only architecture, where

the three classic web application layers are implemented on
top of an RDBMS. In other words, an extreme database-centric
architecture based almost exclusively on the capabilities and
strengths of RDBMSs: the 50 years old relational model
[8]–[12], the Structured Query Language (SQL) [13] and
a Database Programming Language (DBPL) [14]. We also
present a working prototype and some preliminary results that
show that the proposed architecture poses some advantages in
certain use cases.

The rest of this document is organized as follows. Section II
presents a brief analysis of state of the art on database-
centric architectures, while Section III presents the proposed
architecture. In Section IV, we discuss some lessons learned
during developing a prototype that follows this architecture.
We describe the experiments in Section V based on an adap-
tation of the Transaction Processing Performance Council Web
Commerce Benchmark (TPC-W) [15] and present preliminary
results. In Section VI, we discuss known limitations and
aspects of immediate research. Finally, in Section VII, we
conclude and outline some future lines of work on this topic.

II. STATE OF THE ART AND RELATED WORK

At a conceptual level, information systems are designed
around three layers: presentation layer, application logic layer
or business logic layer, and resource management layer or
data access layer. The presentation layer is responsible for
managing the display and collecting information to and from
the end-user, usually in a Graphical User Interface (GUI).
The business logic layer performs the processing related to
the particular business application, while the data access layer
executes database functions like retrieval, addition, deletion,
and modification of records [16].

These layers can be combined and distributed in separate
tiers in developed systems, which usually means different
servers. Many modern web applications use a three-tier archi-
tecture, in which the layers are commonly called client-tier,
middle-tier and data-tier or persistence-tier. In most cases, the
layers coincide with tiers. In particular, the business logic layer
matches with a tier that is “in the middle”, between the client
and persistence tiers, constituting a middle-tier in the physical
sense. This situation may explain why the terms “business
logic layer,” “middle layer,” and “middle tier” are sometimes
used as synonyms. It is worth mentioning that existing works
contribute to clarify of these architectural concepts [6].

There has been some confusion over the term client/server,
and it has sometimes been interpreted as synonymous for two-



tier architecture. To clarify the semantics, here we will use the
term client/server as a distributed computing model where a
client is a process that requests a service, and a server is a
process that provides a service [16]. Conceptually, any web
application follows the client/server model using HTTP as
the service protocol, regardless of its architecture’s physical
tiers. A web application with persistence can be described as
presented in Figure 1.

Fig. 1. Conceptual view of a web application with persistence

Web applications are accessed by a web browser, which
uses the HTTP protocol to connect to a web server, which
delivers the resources requested. The resources are typically
web pages, with associated resources like images or code
to be executed on the web browser. In this sense, a web
application can be seen as a client/server application where
the web browser is the client while the web server (along
with all the resources it uses in the background) is the server.
Enterprise web applications typically use a database managed
by a DBMS, often an RDBMS, to implement the persistence
tier.

Some “program” executes queries and manipulation state-
ments between the web server, which knows how to deliver
static content and the DBMS. This conceptual entity interacts
both with the web server and the DBMS. However, from
the logical point of view, it could reside in an independent
component, be integrated into the web server or DBMS, or
even be distributed among various components that may or
may not include the web server and DBMS. The growing
demands of building complex distributed applications main-
taining a low coupling have led to designing applications
using web services and middleware layers among databases
and client browsers [17]. In this model, each layer uses the un-
derlying layer services and provides more specialized services.
An architecture called Distributed Object Computing (DOC)
Middleware has also been proposed, a paradigm that supports
flexible and adaptable behavior based on the aggregation of
simple interactions through DOC Middleware layers [18].

To organize all the possible scenarios, Koppelaars performs

a classification of the eight theoretical combinations of the
three-tier systems (client-tier, middle-tier, data-tier) consider-
ing for each tier a thin version (“little code”) and a fat version
(“lots of code”) [19]. It is worth noting that there are seven
possible combinations in practice because the thin/thin/thin
case has no genuine interest. A thin/fat/thin architecture means
that the code is mainly in the middle tier, while a thin/thin/fat
architecture means that the code is primarily in the data tier.
Koppelaars also distinguishes between User Interface (UI)
Code, Business Logic (BL) Code, and Data Logic (DL) Code.

According to the Koppelaars classification, most modern
web applications have a thin/fat/thin architecture (or Thick
Middleware as presented in Figure 2). However, Middleware is
not the only tier that could be thickened by business logic. Web
applications require thin clients, but the use of a thick tier of
Middleware, while common, is neither necessary nor universal.
There is an alternative to locate the complex business logic:
the data-tier. In this case, and as Koppelaars points out, a
thin/thin/fat combination is theoretically possible, and in some
cases, it might be convenient. He refers to this case as the
database-centric architecture.

Fig. 2. A logical view of web Applications

In the literature, the terms database-backed, RDBMS-
backed, database-centric, and database-driven are used to
describe web architectures where the RDBMS plays a vital
role. Although the surveyed works usually do not provide
precise definitions of these terms, we sketch each approach
in the following, focusing on the RDBMS responsibilities.

In database-backed web sites, the content is dynamically
generated querying the database, and there is no application
server [20].

In the database-centric architecture, the RDBMS plays
a central role in the logic of applications [19], [21]–[25].
Simultaneously, the database-driven architecture extends the
database-centric approach, and the data stored in the database
is also used to determine the behavior of applications [26]–



[28]. Along with the central role of RDBMS in applica-
tion logic, the database-centric approach also prescribes a
methodology for the process of software development. This
process begins designing the data model and transactions in
an RDBMS, followed by a page flow design, and ending with
the implementation of the individual pages [20], [29].

Thickening the data tier with business logic could be con-
venient if the RDBMS implements a DBPL. This architecture
is possible whether we call it thin/thin/fat, database-centric, or
Thick database. However, couldn’t this database-centric archi-
tecture be more extreme? Without the need to use middleware,
the thin/zero/fat combination is possible.

In the industry, Application Express (APEX) is an Oracle
product that follows this extreme database-centric architec-
ture, and Oracle promotes what it calls the Thick Database
Paradigm, or Smart DB [30], [31]. APEX is an example of a
thin/zero/fat combination or RDBMS-only architecture, where
an entire application is contained in the RDBMS. Even the
web server can be contained in the RDBMS if the embedded
PL/SQL Gateway (EPG) is used. There are other alternatives
to deploy what Oracle calls the web listener, an Apache
module, or a Java application. Either way, this web listener is a
technological component, and in terms of the 4+1 view model,
the logical view of the architecture focuses exclusively on the
RDBMS. When Oracle says that the APEX architecture is
“simple”, it refers to the physical view. However, the essential
complexity of an application cannot be removed and can only
be moved. Although the RDBMS-only architecture’s physical
view is simplified by bringing all the complexity to a single
component, the logical complexity within this component
increases, raising design concerns.

How APEX is designed is a valid question. Still, more
generally (and because the RDBMS-only architecture is not
a monopoly of a technology provider, but a little-explored
possibility that could have advantages in certain use cases), a
more interesting question is: how an RDBMS-only architecture
can be defined? We attempt to answer this question in Section
III.

But another valid question arises. Why has Oracle advanced
so much in a line of work that seems to go against the
general trend? Although we cannot answer this question, it
is interesting to note some historical data on the development
of web applications. One of the first approaches to generating
dynamic web content was an industry proposal formalized in
the Common Gateway Interface protocol, or CGI, in 1993
[32]. This protocol specifies how a web server can interact
with external programs, called CGI scripts, as well as how
in which these return the dynamic pages to the web server.
The object-Oriented Programming (POO) paradigm boomed
in the 90 when the web emerge [33]. Still, Object-Oriented
Database Management Systems (OODBMS) were not mature
and were sparsely adopted by the industry [34]. Proposals
for web applications after CGI have generally followed the
trend of incorporating object-orientation where it was most
mature: in the general-purpose programming languages, not
in databases. And the typical architecture has had an object-

oriented middle-tier and a relational data-tier.
The object-relational impedance mismatch issue has been

resolved with a component dedicated to implementing the
Object-Relational Mapping (ORM), and these components
have advanced to increase productivity by hiding much of the
complexity of data access.

Oracle, at least with its products Forms and APEX, against
the general trend, has historically adopted database-centric
architectures that make intensive use of its DBPL called
PL/SQL. However, the feasibility of walking this path does not
seem to depend on any particularity of the Oracle RDBMS,
and any RDBMS that implements a DBLP may be the basis
of the RDBMS-only architecture.

III. THE RDBMS-ONLY ARCHITECTURE

For the architectural proposal, we set three design objec-
tives: 1) Engine independence, 2) Thick Database Paradigm
empowerment, and 3) Separation of concerns. Engine inde-
pendence means the logical independence between the code
that makes the application works (engine) and the user’s
applications. Thick Database Paradigm empowerment means
the architecture will define a series of layers, each of which
can only invoke operations from the immediately preceding
layer. Furthermore, separation of concerns means that the
architecture will prescribe the number of layers and their
interests

Figure 3 shows the logical view of the architecture. On
the right side are the layers of user applications. Each layer’s
code only has allowed to know objects and invoke code that
resides in the layer immediately lower, and eventually, its
layer. The Data Logic (DL), Business Logic (BL), and User
Interface (UI) Code layers follow the Koppelaars classification.
However, a new Service Interface (SI) code layer is presented
at the same level as the UI Code layer. Also, the Interface
Wrapper layer aims to separate the input and output of data
from the particularities of both the graphical interface and web
services. On the left side is the engine, which does not follow
the layered architecture of user applications.

Fig. 3. A logical view of the RDBMS-only architecture

DL Code layer includes the DBPL code where SQL
statements are allowed to be used. It offers the top layer an
interface to manipulate the base tables as Abstract Data Types
(ADT). This layer can be generated and synchronized with
the database schema automatically, and a catalog of existing
functions could be kept to be used by the top layer. It could
also offer a separate standard interface of the RDBMS if there
were a standard DBPL, and the fact that such language does



not exist today does not mean that it cannot be developed in
the future.

BL Code layer consumes the DL Code layer’s operations
and contains the logic of the domain. This layer could be
subdivided, either in upper and lower sublayers or in segments
for cross functionalities, such as reports or authentication and
authorization systems. This layer’s interface offers high-level
operations in procedural format with the specific data types of
the RDBMS.

The Interface Wrapper layer consumes the BL Code
layer’s high-level operations. It offers them to the upper layers,
but with inputs and outputs in a standard text-based format
independent of the RDBMS data types and the interface, such
as XML or JSON.

Finally, in the UI and SI Code layers, two different
output format options are included. One is designed for end
customers through a web browser, and another is planned for
Web Services. As long as there are no interface elements in
any underlying layers, maintaining this interface should be
relatively straightforward.

It should be noted that the UI Code layer should only be
sufficient to offer interface elements, but this is not enough
to generate the browsing experience in a web application. For
that, we must have a navigation model. This model could be
based on Koppelaars’ original idea of an application such as a
page network: a directed graph where the nodes are the pages
and the edges the valid navigations between them [19].

The application’s behavior, including how dynamic pages
are generated, the internal structure of the pages, and nav-
igation, are defined in the engine. The general architecture
does not prescribe a data model for an application beyond
the hierarchy of the entities: application, page, region, item.
Our proposal also determines a development methodology. It
starts designing the data in the database and continues through
the design of the page flows. For example, in a bookstore e-
commerce application, entities such as book and author should
be modeled, resulting in the logical model of tables. There
should be support to generate the DL Code automatically.
Besides the structure of the pages, the flow between them
should be designed. For example, to go from a “Search
Results”page to a “Product Details” page, a book ID must be
passed, and a homogeneous mechanism must be provided to
perform this passage. These variables must be kept associated
with each session, and there may be session variables at the
application level or the page level.

In Section II, we mentioned that the web listener is a techno-
logical component without much relevance for the logical view
of the architecture. Figure 4 shows the web listener function
of translating an HTTP request into a DBPL request, and
back, translating a DBPL response into an HTTP response.
The architecture prescribes to support at least GET and POST
methods. Each request is the request of a page, and each
response is an HTML page, eventually with other resources
like images, CSS and JavaScript. The web listener is entirely
stateless, and even the session management is done in the
RDBMS. Due to this, there can be multiple web listeners

Fig. 4. The web listener as a HTTP / DBPL translator

serving HTTP requests for the same RDBMS.
There are common objections to database-centric archi-

tectures that discuss the ability to scale and provide high
availability, both related to a supposed monolithic architecture
structure of that “same RDBMS”. There is an old but current
debate about the TP-heavy versus TP-lite debate [35]. We
will not enter into that debate because scalability and high
availability issues within an RDBMS can be addressed and
entirely improved independently and transparently from this
proposal. We will only note that there are real-world cases
where scalability and high availability were central problems
in which a solution based on an RDBMS was chosen [36]–
[38]. Also, in recent years much progress has been made in
strategies to provide scalability, high availability and extreme
performance in both relational and non-relational DBMSs
[39]–[44].

In any case, we are not arguing that this proposal is compati-
ble with the most scalable and fault-tolerant architecture of the
possible ones. There is a niche for architectures and technolo-
gies that don’t need extreme scalability and high availability
requirements, after all [45]. The core of this work consists in
showing the feasibility of an RDBMS-only architecture and
technology applicable to any RDBMS with a powerful DBPL.
In others words, we question the “one size fits all” trend that
seems to rule today’s web development practices.

IV. PROTOTYPE IMPLEMENTATION

A prototype called webpg was developed with PostgreSQL
as RDBMS and an Apache HTTP Server module called
mod_plpgsql as a web listener, with the ability to run
arbitrary PL/pgSQL code1. We intentionally avoided Oracle as
RDBMS to check if the feasibility of developing a product like
APEX depended on some inherent features of this RDBMS.
PostgreSQL was used because it is a Free and Open Source
product with a mature and powerfull DBPL. Some ideas were

1Source code available at https://gitlab.fing.edu.uy/lorenae/rdbms-only



taken from APEX; nevertheless, in many ways, our prototype
differs from it.

Fig. 5. Physical view of the RDBMS-only architecture

Figure 5 presents the physical view of the architecture. An
important design decision is the syntax of the input parameters
of HTTP Requests, both in the case of GET and POST.
Following APEX, we decided not to pass any parameters with
business logic semantics in the requests. This decision has the
disadvantage that any navigation that must pass parameters
with semantics must use the POST method. However, it offers
a homogeneous and straightforward way to process requests
while constituting a safe design avoiding the possibility of
injections in requests.

Any request like http://host[:port]/plpgsql/...
that arrives at the host and port where the Apache HTTP
serves activates the mod_plpgsql module’s handler and
its code will process the request. The URL of a Request
when the GET method is invoked follows the syntax
plpgsql/conf?g&p=app[:page[:ses]]. The URL
of a Request when the POST method is invoked follows the
syntax plpgsql/conf?p, where the parameters should be
passed as a JSON map of the form:

{
” a pp id ” : ” app ” ,
” p a g e i d ” : ” page ” ,
” s e s s i o n i d ” : ” s e s s i o n ” ,
. . .

}
The mod plsql validates the existence of a configuration

called conf in a special file, which must have the connection
parameters for the database, and through libpq it executes
select * from g(’p=app:page:sess’). The func-
tion g() must exist in the database and must be in charge of
processing the GET, just as there must be a function p() in
charge of processing the POST. The syntax is arbitrary, but it
must be defined a priori. When an application is developed,
navigation can be implemented following the syntax, using
links or HTML Forms, as shown in Figure 6. It is worth noting
that other parameters with business semantics such as book id
can be passed.

In the case of the GET, both the page and the session are
optional. If a page is not specified, the application assumes
that a default application page is requested, and if a session
is not specified, the application assumes that it is of the first
request of a user.

Fig. 6. Navigation code example

Figure 7 presents a logical view of the engine. It is relevant
to appreciate the basic hierarchy: application, page, region,
item since an application will be a set of tuples that will
populate the tables derived from this Entity-Relationship (ER)
Model.

Fig. 7. Logical view of the engine

The central part of the prototype consists of developing
a function g() to attend HTTP requests with GET method;
and a function p() to attend HTTP requests with POST
method. In either case, it should be noted that the fundamental
problem is getting a page from an application beyond the
technological difference. For this reason, there is a generic
getpage() function, which could be used for both GET and
POST, as well as intermediate functions process get() and
process post() to solve particular GET and POST problems,



respectively. Figure 8 presents an excerpt from a process view
of the architecture, showing the relationship between the main
prototype functions.

Fig. 8. Main functions of the prototype

The getRegion() and getItem() functions in Figure 8 retrieve
varchar values stored in tuples (which can correspond to
functions of the UI Code in Figure 3) and are executed
dynamically. Figure 9 shows examples of function items that
are executed dynamically, using page variables (see Figure
7). The value of a page variable can be a function like
get session var(), the string “###S###” is replaced at runtime
by the session ID, and the get session var() function returns
the value of a page variable called book id on page 9 (Product
Detail) for that session. Previously, when navigating from
another page to page 9, this session variable had to be set
in the POST. The model of Figure 7 supports variables at the
page level and at the session level. When page 9 is generated
for that session, the function items in Figure 9 are instantiated
with the values of the title, author and subject of the selected
book.

Fig. 9. Function items for dynamic execution

The development process of the prototype involved two
elements. The first one is the development of the database
code and structures, focused on the application domain. It
includes conceptual modeling, logical modeling, physical im-
plementation, execution of automatic functions that generate
the DL Code layer, development of business logic functions
at the BL Code layer, and the Interface Wrapper and UI Code
functions. The second part involves developing the application
pages, which is reduced to populating most of the structure
presented in Figure 7.

The prototype development process left several lessons
learned. For example, we discovered that it is impossible
to navigate and pass parameters with semantics using GET.
A workaround is to use the POST method, with a relative
increase in the complexity of the HTML code. However, the
most important lesson is that we successfully implemented a
complete use case described in the following section.

V. EARLY RESULTS

This Section presents an experiment consisting of devel-
oping a simple e-commerce application using our prototype
from Section IV. The system chosen was TPC-W, a well-
known benchmark for e-commerce systems that specifies all
the relevant details of an application [15], [46]. A TPC-W
implementation with Java Servlets is also available [47], [48].
There are at least two good reasons to develop an equivalent
implementation of this application using our prototype.The
first is that it is possible to validate if the prototype’s imple-
mented application achieves identical interfaces and behavior.
The second is that it is possible to benchmark both applications
according to quality characteristics, especially performance,
since TPC-W prescribes performance metrics.

TPC-W web application consists of 14 pages with various
navigation sequences among them. The ER model comprises
eight tables where both the schema and each table’s data
volume are specified. The user interface is also described in
the TPC-W specification, offering an HTML code sample for
each of the pages.

Development began by defining the most static pages, such
as the “Home”. Despite being an almost static page, its
development presented two different challenges. First, the
impossibility of implementing some links with arbitrary pa-
rameters as <a> tags. Second, obtaining five books to display
their thumbnails, according to a specific random procedure
defined in the benchmark’s promotional processing section.

Once the development of this small application was com-
pleted, the feasibility of implementing applications with this
architecture was empirically shown. Moreover, it also enables
performance comparison between our implementation and
Wisconsin’s Java Servlet-based implementation.

Figure 10 shows what the two implementations share and
how they differ. For this comparison, we use the same database
with the same schema and data volume. The Java Servlet-based
implementation accesses the database through Java Database
Connectivity (JDBC) and fetches filesystem images. The
RDBMS-only implementation uses the mod plpgsql module
as an adapter between the HTTP and libpq protocols. However,
it processes all requests in the database, including the images
that are stored in tables.

TPC-W performance tests prescribe three types of usage
scenarios on the e-commerce site: Shopping, Browsing and
Ordering. For each of these scenarios, it establishes the Re-
quests’ frequency to each of the 14 pages of the site. The most
relevant performance measure is the Web Interaction Response
Time (WIRT), which is the time that passes from when the



Fig. 10. Implementation comparison

first byte is sent from the browser until the browser receives
the last byte.

Figure 11 represents the results of a performance compar-
ison using the WIRT measure. The frequencies of loading
times for two of the most accessed pages were compared
during Shopping Mix interactions. The results correspond to
10 Emulated Browsers (EB) running concurrently for one hour,
and a catch & reply strategy was used. Therefore the sessions
performed the same navigations on the two systems.

Fig. 11. Performance comparison

Figure 11 shows that there are no significant performance
differences between the two implementations. There are also
no significant differences from this comparison with the other
pages and the other types of Mix interactions. A preliminary
observation is that the Java Servlets implementation has a
higher frequency of slightly better response times but has
higher dispersion than the RDBMS-only implementation. Our
prototype seems to have slightly slower response times but is
more stable in observed response times. It is worth noting that
no database optimization was done.

This result must be interpreted in the light of the objectives:
we are not trying to show that our RDBMS-only prototype
would have better performance than an alternative based on
Java Servlets, but we are only trying to show that it does
not have to have worse performance. For more comprehensive
performance analysis, the entire prototype code should be op-
timized. It should be borne in mind that beyond performance,
one of the objectives of implementing an alternative to TPC-W
was to validate the possibility of developing a small working
application.

VI. OPEN ISSUES AND KNOWN PAIN POINTS

Some aspects already identified that are still not addressed
must be addressed soon. A key aspect is version control
and change management. Modern software delivery method-
ologies and team collaboration require heavy use of source
code versioning. As application logic inside an RDBMS-only
system will be stored as DBPL, versioning should be addressed
with DBPL versioning tools. Applicability of database schema
and data versioning tools like liquibase [49], DbPatch [50],
Flyway [51], Evolve [52] and gitSQL [53] must be analyzed.
These tools proved adequate for full database versioning in
real application scenarios. We believe that they should be
specialized for the RDBMS-only requirements.

Another relevant problem is the availability of general-
purpose libraries. Although an RDBMS-only technology can
produce and consume web services, there are difficulties
interoperating and performing specific tasks due to the absence
of libraries that solve everyday problems. If we sacrifice
some of the design principles to certain levels, particularly
Engine Independence, we can select general-purpose DBPL
extensions. Our prototype is built on top of PostgreSQL [54],
which provides PL/Tcl, PL/Perl and PL/Python procedural
languages in the core distribution, in addition to PL/pgSQL
[55]. There are additional procedural languages maintained
by projects external to the PostgreSQL Global Development
Group (PGDG) such as PL/Java, PL/Lua, PL/R, PL/sh and
PL/v8 [56]. Beyond PostgreSQL, this diversity of extensions
is not common. No similar extension is available, for example,
in MariaDB [57]. Just in recent versions of MariaDB, a subset
of Oracle’s PL/SQL language has been supported in addition
to the traditional SQL/PSM-based MariaDB syntax [58]. In
Oracle, Java stored procedures are available [59], but Java
code stored in one RDBMS is not transportable to another,
at least without an abstraction layer of the RDBMS. Given
the importance of standard access to libraries, it could also be
considered to analyze feasibility of an RDBMS independent
extension that would allow uniform access to general-purpose
libraries. Detailed analysis and implementation proposals are
beyond the scope of this work.

Other development tools like IDEs and debuggers are a must
too in order to produce an industrial-grade solution. Despite
the analysis done and the confidence in finding a solution, all
these aspects are work in progress and must be considered
research subjects.



VII. CONCLUSIONS AND FUTURE WORK

Existing approaches to ease multilayering in web devel-
opment often neglect the data tier. As far as we know, ex-
treme database-centric architectures have not been previously
addressed or described in the literature. However, the industry
offers products like Oracle APEX, and Oracle claims several
success stories in several clients [60].

This work proposes RDBMS-only architecture, describes
it, and suggests future lines of research. It aims at showing
its existence and taking a position on its convenience in
specific scenarios. It seems an excellent alternative to convert
desktop applications to web applications when the architecture
is already database-centric, and the business logic layer is
implemented in the RDBMS using a DBPL. Investing in
the implementation of business logic in the DBPL of an
RDBMS also seems a good option in cases where presen-
tation and middleware technologies are expected to change
more frequently in the long term than RDBMS technologies.
Besides, technological simplicity could reduce IT operating
costs. Despite the promising results of the prototype, the
architecture has some aspects that require immediate attention,
as discussed in Section VI. To reach a certain maturity, version
control and change management need to be addressed. The
goal of RDMBS independence introduces limitations on the
availability of general purpose libraries that solve common
problems. This difficulty is accidental and is explained by
the low popularity of this type of architecture. In addition,
the maintainability of an RDBMS-only application depends
on the functionalities offered by the Integrated Development
Environment (IDE).

An in-depth analysis of the internal architecture of APEX
can help to refine the essence of the type of architecture that
emerges from the specimen specifics, trying to discern what
is necessary and what is contingent.

A second exciting line of research, outside the scope of
this paper, is the development of the SI code layer to use
the RDBMS-only architecture to provide web services. In this
case, without all the complexity of GUI elements, it may be
even easier to provide data services with an RDBMS-only
approach.

The third line of research could be the development of
an IDE that allows the development of applications in a
productive way.

Finally, progress could be made in the development of such
prototypes and their analysis as a software product using a
framework such as ISO 25010 [61].
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