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Abstract.  More efficient methods for mitigating disaster and risk are constant-

ly sought in earthquake-prone countries. In the Philippines, numerous frame-

works for assessing building vulnerability have been integrated into common 

practice and continue to be developed until now. The process of visual assess-

ment, however, may still be further expedited to avoid additional costs and ef-

fort in the assessment process. The current study capitalizes on the growing 

field of machine learning and seeks to find out if the visual assessment of build-

ings can be done using a trained convolutional neural network. The research 

classified Google Street View images of buildings in the Greater Metro Manila 

Area according to their height; identified out-of-plane setbacks, soft stories, 

split levels, and short columns; and entered this data into an optimized Res-

Net50 network. The hyperparameters were obtained through Bayesian optimi-

zation, and its performance was compared to a base network with training hy-

perparameters obtained from a past research. A total of 2100 images were ob-

tained. The results showed that (1) there were significant imbalances in the 

overall image data set; and (2) the optimized networks were able to best identify 

three out of the five classifications, excluding soft stories and short columns. 

The main source of error was associated with the lack of statistical analysis as 

only the averages of accuracies and F1 scores of the networks were compared; 

the study may thus be unrepresentative of the accuracy of the trained networks. 

Hence, it is recommended that future studies apply techniques to mend the class 

imbalances and perform statistical analysis via student’s t-test or ANOVA 

(among others) for a more grounded conclusion. Nonetheless, there is promis-

ing potential for Bayesian optimization in automating building categorization, 

and it remains to be a systematic process for obtaining hyperparameters for 

classification tasks. 

Keywords: Seismic Risk, Building Classification, Height, Nonregularities, 

Deep Learning, Convolutional Neural Network, Bayesian Optimization 
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al., 2020, Escobedo, 2017, Bezak, 2016). However, with the complexity of deep 

learning methods such as these, it is important to optimize their hyperparameters in 

order to reduce the errors a network makes, and maximize its efficiency (Wu et al., 

2019). 

 

Ultimately, the success of a tool that rapidly classifies buildings according to said 

typologies could catalyze faster and more efficient preliminary seismic vulnerability 

assessment in the Philippines.  

1.2 Research Problem and Objectives 

The overall goal of this research was to find the optimal configuration of a convolu-

tional neural network for detecting physical characteristics of buildings in the Philip-

pines. This was achieved through the attainment of the following objectives: 

1. Create a database of images of buildings in the Greater Metro Manila for the train-

ing and validation of the networks, with each image having labels that have been 

manually inputted; 

2. Create ResNet50 networks for classifying the building images according to their 

height and vertical nonregularities; and 

3. Optimize the hyperparameters of the networks and compare the performance of the 

optimized networks to the base networks. 

1.3 Significance of the Study 

The reduced mobility brought about by safety protocols enforced during the COVID-

19 pandemic has urged many to seek more efficient alternatives in seismic risk man-

agement. In this case, a network that automatically classifies buildings could not only 

make risk assessment faster by classifying masses of images at once, but also rule out 

the necessity of having to travel to assess buildings. 

 

As engineers, safety should always be the topmost priority. Therefore, one must 

always endeavor to innovate more efficient ways to manage risk assessment, more 

avenues for retrofitting and building resilience, and ultimately creating the means to 

help communities thrive. 

1.4 Scope and Limitations 

Images of the buildings to be used for training and validation were taken from Google 

Street View, and were taken from the areas of Metro Manila, Bulacan, Cavite, La-

guna, and Rizal – all areas included in the Greater Metro Manila Area Risk Assess-

ment Project (GMMA-RAP) and the subsequent scope of the antecedent study. 
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The buildings would be classified using two seismic assessment frameworks. For 

the height, the study limited its classification into either low-rise or mid-rise accord-

ing to the classifications proposed by the University of the Philippines Diliman Insti-

tute of Civil Engineering (UPD-ICE) as shown in Table 1 (Pacheco et al., 2014). This 

was done as images of high-rise buildings on Google Street View lack the visible 

details in the upper stories needed for accurate analysis.  

Table 1. UPD-ICE building classifications according to height (Pacheco et al., 2014). 

Building 

type 
Height 

L Low; 1-2 stories 

M Mid; 3-7 stories 

H High; 8-15 stories 

V Very high; 16-25 stories 

E Extremely high; 26-35 stories 

S Super high; more than 35 stories 

 

Meanwhile, for the vertical nonregularities, the network would detect the presence of 

soft stories, out-of-plane setbacks, short columns, and split levels according to FEMA 

P-154 (2015), as shown in Table 2. The sloping site and in-plane setback nonregulari-

ties were not included in this research. 
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As previously stated, images not only of high-rise buildings but also makeshift build-

ings were excluded from the database to control the complexity of the images to be 

analyzed and to limit the amount of noise in each image. It appears that these build-

ings were excluded due to the lack of visible details in upper stories caused by photo 

angle limitations and the scattered components and claddings of the captured make-

shift buildings adding noise to the photos.  

 

As neural networks are limited to analyzing the exterior visual characteristics of 

buildings, sight obstructions in Google Street View may have limited the analysis of 

the network. On the other hand, manual classifications are subject to an appreciable 

amount of subjectivity especially in classifying vertical nonregularities. As such, the 

criteria for identifying these nonregularities should be followed consistently while 

creating the image database, so as not to confuse the network and cause anomalies in 

the results.  

 

Finally, the implementation of machine learning was conducted using the functions 

of MATLAB. This includes MATLAB’s deep learning toolbox, Bayesian optimiza-

tion functions, and confusion matrix generation functions, among others.  

2 Review of Related Literature 

2.1 Building classifications 

In the endeavor of creating better risk analysis frameworks for the Philippines, a pro-

ject known as the Greater Metro Manila Area Risk Assessment Project or GMMA-

RAP was developed to appraise the geological and hydrometeorological hazards in 

the areas of Metro Manila, Bulacan, Cavite, Laguna, and Rizal (PHIVOLCS et al., 

2014). Together with existing building types in the GMMA, this data has been used 

by the UPD-ICE to make seismic vulnerability curves to visualize and subsequently 

mitigate the effects of such disasters. These curves were obtained with respect to a 

building’s height, structural type, construction material, and quality of construction 

among other factors (Pacheco et al., 2014). The specificity of these classifications that 

are unique to Philippine building typology provides a convenient method for as-

sessing seismic vulnerability in arguably the most urbanized area of the Philippines.  

 

However, it is important to note that the GMMA-RAP framework does not have 

standards to account for vertical nonregularities. For instance, other international 

building assessment frameworks and standards such as the widely used FEMA P-154 

(2015) make use of basic scores which are derived values that summarize the ex-

pected seismic performance of a building. Furthermore, as mentioned in the scope of 

the study, Table 2 shows that FEMA P-154 has standards and criteria for identifying 

vertical nonregularities, as opposed to the GMMA-RAP framework which does not 

account for such standards. Hence, it appears that one of the limitations of GMMA-
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RAP is its lack of such nonregularity types. For the current research, the term ‘non-

regularity’ was used to identify external building geometries that could be susceptible 

to damage from seismic activity. This has been done to distinguish it from the term 

‘irregularity’ which accounts for anomalies in the building, whether external or inter-

nal. 

2.2 Convolutional Neural Networks 

The rapid advancement of technology has paved the way for the automatization of 

miscellaneous tasks for a variety of purposes. For instance, deep learning neural net-

works have been a breakthrough in artificial intelligence as it allows the computer to 

recognize patterns with high accuracy through connected processors called neurons. 

Similar to how the neurons in our nervous system work, the neurons in neural net-

works have layers to process information: an input layer, processing (hidden) layers, 

and an output layer. The learning in “deep learning” is “about finding weights that 

make the neural network exhibit desired behavior” (Schmidhuber, 2015). 

 

A common subfield in deep learning neural networks is the convolutional neural 

network or CNN, proven to be exceptional particularly in image processing, voice 

recognition, and the likes (Albawi, 2017). As shown in Figure 2, the network (1) takes 

raw pixels of an image as input, (2) connects one neuron to a local part of the image, 

and strides that window to the next part of the image until the whole image has been 

“scanned.”  

 

Fig. 2. Convolution of a CNN (Albawi, 2017). 

More layers are then added to this input layer to extract various features of the image, 

such as the convolutional layer, which uses an activation function to obtain a feature 

map of the image (Zou, Chen, & Chen, 2020). Other layers that follow a convolution-

al layer are the pooling layer, which compresses data and parameters, thereby effec-

tively reducing overfitting and improving fault tolerance, and the fully connected 

layer, which acts as the classifier of the CNN (Zou, Chen, & Chen, 2020).  
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One common network architecture known to have high classification accuracy is 

ResNet50. This network architecture has an image input of 224 x 224 pixels and is 50 

layers deep, as shown in Table 3. Its adoption of shortcut connections between convo-

lutional layer blocks improves the performance of the network without introducing 

new parameters or complicating the network. From He’s findings, ResNet50 had bet-

ter performance yet lower complexity than existing architectures in VGGnets and 

GoogleNet (He et al., 2016).  

Table 3. ResNet50 layer architecture (He et al., 2016). 

Layer 

name 

Output 

size 
Composition 

Conv1 112x112 7x7, 64, stride 2 

Conv2_x 56x56 

3x3 max pool, stride 2 

1 × 1, 64
3 × 3, 64
1 × 1, 256

 × 3 

Conv3_x 28x28 

1 × 1, 128
3 × 3, 128
1 × 1, 512

 × 4 

Conv4_x 14x14 

1 × 1, 256
3 × 3, 256
1 × 1, 1024

 × 6 

Conv5_x 7x7 

1 × 1, 512
3 × 3, 512
1 × 1, 2048

 × 3 

 1x1 
Average pool, 1000-d fc, 

softmax 

2.3 Use of convolutional neural networks in building categorization 

The application of convolutional neural networks in building categorization has be-

come a fairly common topic, with multiple studies having been conducted in various 

countries and with varying results (Gonzalez et al., 2020, Harirchian et al., 2020, Yu 

et al., 2020, Escobedo, 2017). These studies made use of transfer learning of pre-

trained networks with ImageNet weights, which helps the networks learn features 

from a general dataset to classify a more specific dataset (Yosinski et al., 2014). 

 

Gonzalez et al. (2020) and Yu et al. (2020) compared the performances of different 

CNN architectures and found that ResNet50 showed exceptional performance in clas-

sification yielding the highest values for precision, recall, and accuracy compared to 
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Table 5. Vertical nonregularities and criteria according to FEMA P-154 (2015). 

Vertical Nonregularity Criteria 

Out-of-

Plane 

Setback 

 

Has an upper story 

protruding from the 

building’s lower sto-

ries.  

 

Buildings with balco-

nies are also classified 

with this nonregulari-

ty. 

Soft 

Story 
 

Has large openings on 

the first story. 

 

This is usually depict-

ed through garage 

doors or non-structural 

elements such as glass 

walls that cover a big 

part of the first story 

 

Has a first story that is 

evidently taller than 

the stories above it 

Split 

Levels 

 

Has floor or roof lev-

els that aren’t aligned 

with other parts of the 

building 

Short 

Columns 

 

Usually depicted 

through having (a) 

columns with reduced 

height, (b) deep span-

drels, or (c) infill walls 

with small openings. 
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3.2 Creating a base ResNet50 network 

The topology for a ResNet50 network was imported from MatLab and fine-tuned. 

This was done by (1) replacing the last fully-connected layer with a new one with 

labels for only two classes for binary classification, and (2) replacing the last classifi-

cation layer with one without labels. The network was then trained and validated us-

ing Alegre’s (2020) training hyperparameters, as shown in Table 6. This process was 

repeated twice for a total of three trials. 

Table 6. Training hyperparameters for base ResNet50 network (Alegre, 2020) 

Dataset split 

60% Training 

20% Validation 

20% Testing 

Solver SGDM 

Initial Learning Rate 0.001 

Learn Rate Drop Factor 0.01 

Epochs  50 

Mini Batch Size 5 

L2 Regularization 0.00001 

Momentum  0.89 

3.3 Optimizing training hyperparameters and comparison with base networks 

Similar to 3.2, the topology for the ResNet50 networks was imported from MatLab, 

with the last fully-connected layer and the last classification layer replaced. This code 

for importing the network was embedded into the code for Bayesian optimization 

since the optimization is simultaneous with the training and validation of the network. 

The optimizable variables of the network and the ranges chosen are shown in Table 7: 

Table 7. Initial search intervals for implementing Bayesian optimization. 

Hyperparameter Initial Search Interval 

Initial Learning Rate [0.0001, 0.01] 

Epochs [25, 60] 

Mini Batch Size [5, 50] 

L2 Regularization [1e-10, 0.01] 

Momentum [0.7, 1] 

 

These values were estimated based on suggested intervals by past studies (Miranda, 

2021, Satoto, 2020, Bihl, 2020) as well as from preliminary testing on the capabilities 

of the computer used for the research. The parameters of the Bayesian optimization 

were set to iterate at a maximum of 30 times, while the activation function was set to 

the default: expected improvement plus per second. The final hyperparameter values 
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a) Low-Rise 

 

b) Mid-Rise  

 
 

c) Out-of-Plane Setback 

 
 

d) Soft Story  

 

e) Split Levels 

 

f) Short Columns 

 

Fig. 4. Examples of a) low-rise buildings, b) mid-rise buildings, c) buildings with out-of-plane 

setbacks, d) short stories, e) split levels, and f) short columns.  
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4.2 Hyperparameters obtained from optimization 

The hyperparameters obtained from the implementation of Bayesian optimization on 

the dataset are shown in the first five rows of Table 9. Other parameters of the optimi-

zation process such as the total evaluation time and number of iterations are also 

shown in the bottom rows of the table.  

Table 9. Obtained hyperparameters from Bayesian Optimization process. 

   

Height 

Out-of-

Plane Set-

back 

Soft  

Story 

Split  

Levels 

Short  

Columns 

Initial Learn-

ing Rate 
0.003161 0.003094 0.008956 0.009404 2.353e-05 

Epochs 31 57 58 27 60 

MiniBatchSize 23 48 20 28 33 

L2 Regulariza-

tion 
1.129e-10 4.230e-10 0.0006755 0.006814 1.088e-07 

Momentum 0.83181 0.99839 0.92656 0.73813 0.73101 

No. of  

iterations 
30 30 30 30 30 

Elapsed Time 6 hr 32 min 7 hr 21 min 6 hr 7 min 8 hr 11 min 9 hr 24 min 

4.3 Evaluation and Comparison 

Table 10 shows the average evaluation metrics obtained for the height classification 

and each nonregularity classification after three trials. 

Table 10. Average evaluation metrics for all classifications. 

 Precision Recall Accuracy F1-score 

Height 
Base 96.3% 91.9% 95.4% 94.3% 

Optimized 95.1% 94.7% 95.8% 94.9% 

Out-of-Plane 

Setback 

Base 66.1% 74.5% 64.5% 69.5% 

Optimized 64.6% 81.9% 65.5% 72.1% 

Soft Story 
Base 84.5% 94.8% 82.3% 89.3% 

Optimized 80.0% 98.7% 79.4% 88.3% 

Split Levels 
Base 31.3% 41.2% 72.8% 35.1% 

Optimized 36.1% 43.4% 75.2% 37.5% 

Short Columns 
Base 4.3% 19.1% 79.5% 6.8% 

Optimized NaN% 0% 95.5% NaN% 
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Height 

The optimized network outperformed the base network in accuracy and F1 score by a 

margin of less than one percent. However, it can also be observed that the values of 

the optimized network are more precise, deviating less than one percent from the 

average, whereas the deviation of the base network is larger by nearly two percent 

from the average. 

Table 11. Comparison of evaluation metrics for the height classification 

 Precision  Recall 

Trial 1 Trial 2 Trial 3 Average  Trial 1 Trial 2 Trial 3 Average 

Base  

Network 
94.7% 96.8% 97.4% 96.3%  94.1% 93.5% 88.2% 91.9% 

Optimized 

Network 
96.4% 94.2% 94.7% 95.1%  95.3% 94.7% 94.1% 94.7% 

 Accuracy  F1-score 

Trial 1 Trial 2 Trial 3 Average  Trial 1 Trial 2 Trial 3 Average 

Base  

Network 
95.4% 96.8% 94.1% 95.4%  94.4% 96.1% 92.6% 94.4% 

Optimized 

Network 
96.6% 95.4% 95.4% 95.8%  95.9% 94.4% 94.4% 94.9% 

 

Out-of-Plane Setback 

For the out-of-plane setback, it can be seen that both networks experienced signifi-

cantly lower performances than the height, with 60-70% in accuracy and F1 score. 

However, the optimized network performed moderately better than the base network 

in all trials. 

Table 12. Comparison of evaluation metrics for the out-of-plane setback classification 

 Precision  Recall 

Trial 1 Trial 2 Trial 3 Average  Trial 1 Trial 2 Trial 3 Average 

Base  
Network 

61.3% 64.9% 72.2% 66.1%  79.1% 82.2% 62.2% 74.5% 

Optimized 

Network 
65.8% 64.2% 63.9% 64.6%  73.5% 83.5% 88.7% 81.9% 

 Accuracy  F1-score 

Trial 1 Trial 2 Trial 3 Average  Trial 1 Trial 2 Trial 3 Average 

Base  
Network 

61.2% 66.0% 66.2% 64.5%  69.1% 72.5% 66.8% 69.5% 

Optimized 

Network 
64.5% 65.5% 66.4% 65.5%  69.4% 72.6% 74.3% 72.1% 

Soft Story 

For this classification, although the optimized network has better performance in re-

call, the base network performed better in all other metrics in terms of the mean of 
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Table 14. Comparison of evaluation metrics for the split levels classification 

 Precision  Recall 

Trial 1 Trial 2 Trial 3 Average  Trial 1 Trial 2 Trial 3 Average 

Base  

Network 
32.4% 29.0% 32.6% 31.33%  30.3% 52.6% 40.8% 41.23% 

Optimized 

Network 
45.3% 32.5% 30.4% 36.07%  31.6% 52.6% 46.1% 43.43% 

 

 Accuracy  F1-score 

Trial 1 Trial 2 Trial 3 Average  Trial 1 Trial 2 Trial 3 Average 

Base  

Network 
76.0% 68.2% 74.1% 72.77%  31.3% 37.7% 36.2% 35.08% 

Optimized 

Network 
80.8% 71.7% 71.3% 75.23%  37.2% 40.2% 36.6% 37.5% 

  

Fig. 5. Confusion matrix for the first trial of the base network (left) and the optimized network 

(right) for split levels classifications 

Short Columns 

Lastly, for the short columns, the results are quite skewed due to the networks having 

trouble detecting short columns at all; similar to what was observed in the split levels. 

To further investigate this, Figure 6 shows the confusion matrices for both the base 

and optimized network for the first trial of the training for this nonregularity: 
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Fig. 6. Confusion matrix for the first trial of the base network (left) and the optimized network 

(right) for short columns classifications 

The base network was able to classify 10 of the 19 images with short columns correct-

ly, but tended to classify too many images with the nonregularity when they should 

not have been. The optimized network, though, classified all of the test images as 

without short columns, causing higher accuracy, precision, and recall, but evidently, 

the optimized network was not able to detect short columns at all. The optimized net-

work was consistent with this throughout all trials, whereas this same result appeared 

in only the third trial for the base network. The most plausible source of error for 

these skewed results is the severe imbalance of class data in the short column classifi-

cations. In fact, this may be a limitation of Bayesian optimization where there is a 

class imbalance, in that it might have chosen to classify all images as without short 

columns because it was more likely to yield a high accuracy, but on the contrary, this 

is not desired for a network that is meant to identify vulnerability points in buildings.  

Table 15. Comparison of evaluation metrics for the short columns classification 

 Precision  Recall 

Trial 1 Trial 2 Trial 3 Average  Trial 1 Trial 2 Trial 3 Average 

Base  
Network 

5.2% 3.3% NaN% 4.25% 
 

52.6% 5.3% 0% 19.3% 

Optimized 
Network 

NaN% NaN% NaN% NaN%  0% 0% 0% 0% 

 Accuracy  F1-score 

Trial 1 Trial 2 Trial 3 Average  Trial 1 Trial 2 Trial 3 Average 

Base  

Network 
54.3% 88.8% 95.5% 79.53%  9.46% 4.07% NaN% 6.77% 

Optimized 
Network 

95.5% 95.5% 95.5% 95.5%  NaN% NaN% NaN% NaN% 
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4.4 Possible Sources of Error 

It was expected that the optimized network should have performed better than the 

base network for all five of the classifications, but the results obtained showed other-

wise. This contradiction was especially evident in the soft story classification, the 

opposite was observed. The problem may lie in the insufficient analysis of the evalua-

tion metrics, since only the means of the accuracies, precision, recall, and F1 scores 

were taken. Since the outputs of convolutional neural networks follow a multivariate 

normal distribution (Borovykh, 2019), it is possible that the trials obtained in this 

research were located near the tail ends of the 3D bell curves, and are not representa-

tive of the true characteristics of the data. This then suggests that the results obtained 

in this research are inconclusive, and requires further statistical analysis. However, 

due to time restrictions in the implementation, further analysis is beyond the scope of 

this research. 

 

Another major source of error is the class imbalance. As evident in the soft story, 

short columns, and split levels results, the optimized network tends towards the larger 

class, which, in turn, affected the metrics of the results. This paired with the relatively 

low amount of training images – since the testing dataset was allotted 20% of the 

2100 images – giving both the optimized and base networks insufficient ground to 

learn the features of the nonregularities; hence, the low metrics. Undoubtedly, adding 

more images to the dataset could have helped in avoiding this error (Lei et al., 2022). 

Furthermore, this study could have been more selective in gathering images for the 

dataset to make the classes more balanced. Widening the scope of the locations and 

possibly avoiding taking multiple buildings in close proximity to each other may have 

also helped in achieving this. 

 

Other possible sources of error may have arisen from the training data themselves. 

Some images may be subject to too much noise like obstructions in the form of a car, 

trees, or tarpaulins that make the image an unfavorable sample, with some images still 

being subject to obstructions despite changing the angle of the street view. Noise 

causes an image to be more detrimental to classification accuracy rather than helping 

the network learn (Wang, et al., 2018). This is especially applicable to the nonregular-

ity classification dataset, since there is a number of criteria one must understand to 

detect these nonregularities, and with problematic datasets, naturally, it would be 

more difficult for the network to classify images. Nonetheless, the exact behavior of 

the neural network remains difficult to be analyzed due to the black box problem 

being too complex to trace (Theobald, 2017). 
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5 Conclusion and Recommendations 

The research was able to collate a database of 2100 images from the Greater Metro 

Manila Area in the Philippines to train ResNet50 networks. The networks were taught 

to classify the images according to height and to detect the presence of nonregulari-

ties, limited to: soft stories, out-of-plane setbacks, short columns, and split levels. 

After Bayesian optimization was successfully implemented, it was found that the 

optimized networks produced a higher mean in F-1 scores than the base network, 

therefore performing better in three out of the five classifications. Meanwhile, it ap-

peared that the base network outperformed the optimized network in the two other 

classifications, namely the soft story and short columns. Anomalies were observed in 

the precision and recall metrics, thereby affecting the F-1 scores of the classifications. 

The anomalies or errors documented were attributed to the severe imbalance of imag-

es per class and an appreciable amount of noise in the images collected.  

 

The data presented provides grounds for the potential of Bayesian optimization to 

enhance the performance of building-categorizing neural networks as it is a computa-

tionally efficient and systematic process for determining suitable hyperparameters 

while still maintaining or even improving the performance in classification. These 

results set the precedent for faster and more efficient building categorization, particu-

larly in the Philippines. However, due to shortcomings in analysis and significant 

limitations in the dataset, there is further potential for future studies to implement 

neural networks in building categorization, particularly Bayesian optimization, with 

more substantial datasets and more thorough analysis. 

 

To unlock that potential, future studies may focus on obtaining larger datasets with 

more balanced classes. Conversely, techniques may be performed to manage these 

imbalances, possibly through (1) data-level methods like random oversampling and 

undersampling, wherein the dataset is modified either by duplicating or removing 

images respectively; or (2) through algorithm-level methods like cost-sensitive learn-

ing wherein adjustments to the network are applied mid-training (Johnson & Khosh-

goftaar, 2019). The noise in image datasets can also be managed appropriately to 

possibly improve the performance of the network. Ilesanmi and Ilesanmi (2021) enu-

merate different CNN methods for denoising images, such as MP-DCNN and CDNet, 

but these, too, could be developed further for specific classification tasks like building 

recognition. In performing analyses, statistical methods such as the student’s t-test 

and the analysis of variance may help yield a more accurate picture of the results and 

provide a more grounded comparison between the base and optimized network. Simi-

larly, other evaluation metrics such as the AUC-ROC curve may be explored as well 

to present a different perspective on the behavior of the evaluation metrics amidst 

imbalanced classifications. Other options of Bayesian optimization may also be ex-

perimented with, whether in reducing the number of hyperparameters optimized or in 

adding them, inclusive of the search range of these as well. Other CNN architectures 
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like InceptionResNetV2 and NasNetLarge may also be explored instead of ResNet50, 

as the choice of architecture may also affect the accuracy of the network.  
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