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Abstract. Sensors provide an unobtrusive way of collecting daily living
activities data of users. With the advancement in the field of electronics,
collection of sensor data has become easier and can be used to create
smart systems to assist users. This paper presents a deep learning ap-
proach with two stages: activity recognition and anomaly detection. Dif-
ferent LSTM models are studied for activity recognition and recognized
activities are used to detect the abnormal behaviour of the user based
on the sequences generated by PrefixSpan algorithm. The performance
of the approach has been evaluated on real smart home dataset collected
by CASAS on the Aruba testbed for the duration of 8 months. . . .
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1 Introduction

The need for activity recognition in the smart home environment is due to the
upsurge in the number of older adults living independently. Older adults are
prone to Alzheimer’s disease and other forms of dementia. People affected by
these conditions tend to forget their daily activities. Smart home environments
can help detect early signs of such diseases and enable remote health monitor-
ing by observing the activities of the residents and detecting users’ behaviour.
Activity monitoring can be enabled using various video, ambient, and wearable
sensors.

Activity recognition has been a very trending research topic due to the ad-
vancement in IoT technologies and easier smart home deployments. Activity
recognition results can also be used for other applications such as anomaly detec-
tion, fall detection [1], or theft detection. This work extends activity recognition
by detecting anomalies for the recognized activities. The detection of deviation
in a user’s behaviour is called anomaly detection. There are two major classes
of behavioural anomalies: duration-based anomaly and order-based anomaly. If
a user spends more time in the toilet or sleeps less than usual, it is called a



2 Jinal Patel et al.

duration-based anomaly. In contrast, if a user goes to the toilet before sleeping
or takes medicine after eating every day but does not follow the pattern in an
instance, it is called an order-based anomaly [2]. Various contexts in a smart
home environment like the time and the location of the activity being performed
can also be considered while detecting an anomaly in users’ behaviour. Anomaly
detection can be used in various applications, such as reminding users of their
tasks based on learning their activity patterns.

Monitoring the user activities using video sensors might hinder everyday
tasks and intrude on the user’s privacy. So, this work uses the ambient sensor
data from the smart home environment to monitor a user’s activities. Collection
and processing of ambient sensor data can be challenging as they provide minimal
information about the environment. For that reason, raw sensor events must be
annotated to be used for learning the activities, which makes collecting extensive
data challenging. There are several open annotated datasets available that are
widely used among researchers.

This paper focuses on recognizing the activities of a user based on the se-
quence of sensor events and detecting order-based anomalies for recognized ac-
tivities. Various machine learning and deep learning models have been devel-
oped for the activity recognition task. Studies show that deep learning models
perform better for the activity recognition task [3]. Deep learning models for
time-series sequential activity classification such as Long Short-Term Memory
networks (LSTM), bidirectional LSTM, and an ensemble of unidirectional and
bidirectional LSTM for activity recognition are studied in this work. The se-
quence of activities generated from ensemble LSTM is used to detect anomalies
based on the order of the activities using the original sequences as the ground
truth. PrefixSpan algorithm is used to generate the frequent sequential pattern
for original activity sequences. An annotated dataset collected by CASAS Aruba
[4], [5] containing the sensor readings of a resident performing sequential activi-
ties is used to learn the recognition model. The performance of the recognition
models is evaluated based on the accuracy of the testing process. The dataset
used has an imbalanced number of activity instances for each activity. As it is
time-series real-world data, synthetic methods of balancing the data cannot be
used. For this reason, the F1 score is also calculated for the performance evalua-
tion. An anomaly rate is calculated to evaluate how a user behaves in the smart
home.

This paper studies different recognition models and an anomaly detection ap-
proach for the Aruba dataset. The first section introduces the problem statement;
the second section discusses the related works in the area of study; the third
presents the architecture of the work, the dataset used, and the pre-processing
of the dataset. Section four describes the algorithms used. Section five provides
the results, followed by the conclusion and the further scope of the study.
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2 Related Works

Many machine learning and deep learning models have been studied for activity
recognition and abnormal behavior detection for daily life activities. Smart home
environments are deployed to collect sensor data of daily activities performed
by the residents and are very popular nowadays as they are privacy-compliant
[6]. Multiple kernel Support Vector Machine (SVM) approach is applied in [7]
for activity recognition, while the comparison research of the Gaussian mixture
models, density-based clustering, and self-organizing maps is carried out in [2].
[8] proposes three methods; segmentation clustering, LRS algorithm and a hybrid
unsupervised methods; for activity recognition from sensor data. In [9], an FSM-
based approach is proposed for recognizing interleaved and concurrent activities.
The study in [4] shows that generic models can be trained for daily tasks that
span different environment settings and residents. Deep learning improves perfor-
mance over conventional pattern recognition methods by automatically learning
high-level representations of sensor data while reducing reliance on hand-crafted
feature extraction [3]. Deep Belief Networks (DBNs) with many layers built us-
ing many Restricted Boltzmann Machines (RBMs) [10], different variations of
LSTM models [11], a probabilistic neural network [12], deep neural networks [13]
are used for activity recognition. [14] proposes an ensemble learning approach for
activity recognition using smartphone sensor data that comprises a Deep Neural
Network (DNN), a Convolutional Neural Network (CNN) stacked on the Gated
Recurrent Unit (GRU), and a GRU. This work analyses LSTM models as they
work best for the classification using time-series sensor data for recognizing the
activity.

Using deep learning models eliminates the need for feature extraction, but
hyperparameter tuning is required to ensure the model’s performance. Isudra [15]
employs Bayesian optimization to select hyperparameters, detector algorithms,
features, and time scales and introduces a warm-start method to reduce opti-
mization time for similar problems. Grid search and evolutionary algorithms can
also be used for hyperparameter tuning. This work selects the hyperparameters
based on the model and experimentations, and the best-trained model is saved
for recognizing the activities.

Various machine learning and deep learning techniques such as SVM [16],
Self-Organizing Maps [17], H2O autoencoder [12], and an overcomplete-deep au-
toencoder [13] are employed for anomaly detection. An alternative to complex
machine learning algorithms is proposed in [18] based on the sequence pattern of
activities for detecting anomalies in the daily sequences of activities performed.
Box plots of duration and the number of subevents in the activity are used to
generate the ground truth of the anomalous activities [10]. This work mines
the frequent order of activities using the PrefixSpan algorithm to generate the
ground truth and detect anomalies for the recognized activities.
Activity recognition based on the motion and door sensor states using LSTM,
Bidirectional LSTM, and Ensemble LSTM is studied in this paper. The recog-
nized sequence of activities is utilized to detect anomalies in the user behaviour
using the PrefixSpan algorithm by generating frequent patterns of activities.
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3 Proposed Architecture

Fig. 1 shows the proposed architecture. It mainly consists of two stages:

1. Activity recognition using unidirectional LSTM, bidirectional LSTM and
ensemble LSTM

2. Anomaly detection using PrefixSpan generated sequences for original data
and the predicted activity sequence from stage 1.
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Fig. 1. Architecture Diagram.

3.1 Dataset Description

Smart homes provide precise information and ensure monitoring without affect-
ing the user’s lifestyle. Vision-based data collection methods might intrude on
the privacy of the user. This work uses non-vision-based sensor data for analyzing
the activities of the user.

The dataset used in this work is the real-world sensor data collected by the
Center for Advanced Studies in Adaptive Systems (CASAS) facility of Wash-
ington State University. The Aruba dataset contains activity records for older
women for 220 days. The sensors deployed and used to collect data from the
smart home are motion sensors, door sensors, and temperature sensors.

3.2 Data Preprocessing

The data is pre-processed for Activity recognition and PrefixSpan. The purpose
of pre-processing the data is to make it compatible with the model and to re-
move unnecessary noise. The following types of noise are removed from the data
generated from the smart home.

1. The activities that occurred rarely are removed. Respirate activity, occurring
only six times in the dataset, was removed.

2. Some activities occurring multiple times consecutively are treated as dupli-
cates and are removed.

Activity Recognition Activity recognition can be performed using several
different input vectors. In this work, sensors and the state of the sensor as time-
series data are used. Sequence classification methods can be used to classify
activity based on time-series real-time data. Activity recognition, in this work,
is performed using the sensor and sensor status sequence to classify the activity.
LSTM models are most popular for classification using sequence data. The input
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vector with the sensor id and status is constructed for training the LSTM model
for activity recognition. The sensor events of motion sensors and door sensors
are used for activity recognition in this work. Initially, sensor event vectors are
generated for each sensor event. Sensor event vectors have dimensions (number of
sensor events, number of sensors). In our dataset, there is a total of 34 motion and
door sensors, so that the dimension will be (n,34). The values of the sensor event
vector will be the sensor state in the given sensor event. For motion sensors, the
states can be ON or OFF, while for door sensors, the sensor states can be OPEN
or CLOSE. States ON and OPEN are represented as binary ’1’ and OFF and
CLOSE as binary ’0’ in this work. The resultant sample sensor event vector is
shown in Table 1. Then activity vectors for each activity instance are generated.
There will be a series of sensor events for an activity. In an activity vector, a
sequence of sensor events for an activity is generated, and activity labels are
one-hot encoded. Sample activity vector is shown in Table 2. The activity vector
will then be given as an input for training the sequence classification model.
Generating the vectors is for a better understanding of user behaviour.

Table 1. Sensor event vectors

2*Event Sensors 2*Activity

S1 S2 S3 S4 ... S34

E1 0 0 0 0 ... 0 Sleeping

E2 0 0 1 0 ... 0 Sleeping

E3 0 0 0 0 ... 0 Sleeping

E4 0 0 1 0 ... 0 Sleeping

E5 1 0 1 0 ... 0 Sleeping

Table 2. Activity vectors

Sensor events Activity (one-hot encoded)

[E1, E2, E3, ..., Ek] [0, 1, 0, ..., 0]

[Ek+1, Ek+2, Ek+3, ..., El] [1, 0, 0, ..., 0]

[El+1, El+2, El+3, ..., Em] [0, 0, 1, ..., 0]

[Em+1, Em+2, Em+3, ..., En] [0, 0, 0, ..., 1]

PrefixSpan PrefixSpan algorithm is used for frequent pattern mining. In this
work, PrefixSpan generates a record of activity sequences that take place in a
specific order frequently. PrefixSpan takes as an input a set of sequences of activ-
ities. The sequence of activities is extracted from the dataset without disturbing
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the order as the time-series data is used. Then shorter subsequences of length
four are generated using a sliding window. These subsequences form the input
of PrefixSpan, and the frequent activity orders are mined, which will be used to
detect anomalies in user behaviour.

4 Algorithm

4.1 Activity Recognition

Activities are recognized using a variety of LSTM models for sequence classifi-
cation. The deep learning models studied in this work are Unidirectional LSTM,
Bidirectional LSTM, and Ensemble LSTM.

LSTM network is an extension of Recurrent Neural Networks. RNNs can
work well for short-term dependencies in the data but not so well for the real-
world time series data. LSTM will store states and have gates in addition to
the features of RNN, enabling learning and predicting more complex long-term
dependencies.

The unidirectional LSTM model comprises an input, a hidden, and an output
layer. Sensor inputs are given to the input layer, and the dense output layer
classifies the activity label. The hidden layer comprises one LSTM layer. The
number of neurons and the learning rate are the common hyperparameters tuned
to optimize the performance of the LSTM model.

Bidirectional LSTM is an extension of the unidirectional LSTM network.
Bidirectional LSTM consists of one additional LSTM layer in its hidden layer. In
the additional LSTM layer, the input sequence iterates in a backward direction,
thus extracting patterns from the past and the future.

The Ensemble LSTM combines the output of Bidirectional and Unidirec-
tional LSTM to predict human activity. There are various ways to create an
ensemble model, such as addition, multiplication, average, and concatenate. In
this work, the outputs of bidirectional and unidirectional LSTM models are con-
catenated, and then a dense output layer is added, which classifies the activity.

4.2 PrefixSpan Algorithm

PrefixSpan (Prefix-projected Sequential pattern mining) algorithm is a sequen-
tial data mining algorithm used to find frequent sequential patterns in the data
[19]. The PrefixSpan technique only uses frequent prefixes when projecting a
sequence database because frequent subsequences can always be identified by
extending frequent prefixes, which significantly minimises the effort required to
generate candidate subsequences. The sequence of activities is given as an input
to the PrefixSpan algorithm to generate the frequent sequences of activities and
the count of those sequences. If a sequence is encountered, it is checked against
the frequent sequences generated by the PrefixSpan.
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4.3 Anomaly Detection

Anomaly detection is used to find the deviation in the pattern. It is used in
many areas, such as networking and fraud detection. Here, in this work, anomaly
detection is used to detect deviating behaviour of the smart home user. Initially,
the activity is recognized based on the sensor events sequence. Then, the frequent
sequence patterns of activities for annotated data are generated. The next step is
to detect the anomaly. For anomaly detection, we need to pre-process the output
of the recognition model to generate a set of subsequences of length 4 for the
recognized activity sequence using a sliding window. Then, we will check if the
subsequence obtained from the recognized activity sequence is frequent in the
original data. If it is frequent, it will be classified as a normal activity sequence;
else abnormal.

5 Results and Discussion

Different LSTM models have been studied in this work. Unidirectional LSTM
and bidirectional LSTM models have four layers. First is the input layer with
shape (x, y), where x is the padded length of the number of sensor events for
each activity and y is the number of sensors involved. The second layer is the
LSTM layer for unidirectional LSTM and the Bidirectional and LSTM layers for
bidirectional LSTM. The number of neurons of the LSTM layer is chosen based
on the following formula.

Nh =
Ns

(α ∗ (Ni +No))
(1)

where,
N i = number of input neurons,
No = number of output neurons,
N s = number of samples in the training data and
α = scaling factor usually between 2 and 10.
For different Nh values calculated for different α values, the optimal model

is selected based on the resulting validation loss.

Next is the dropout layer with a frequency of 0.5 at each step to prevent over-
fitting. The dense layer forms the output layer of the model with the number of
nodes same as the number of activity classes and softmax activation function. For
multi-class classification, the softmax activation function gives the best results.
Following is the softmax function.

σ(zi) =
ezi∑K
j=1 e

zj
for i = 1, 2, . . . ,K (2)

where,
σ = softmax function,
zi = input vector,
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ezi = corresponds to standard exponential function for input vector,
K = number of classes in the multi-class classifier, and
ezj = standard exponential function for output vector.

For ensemble LSTM, bidirectional and unidirectional LSTM models are con-
catenated using concatenate layer, and a dense layer is added as an output layer
with the number of nodes same as the number of activity classes and softmax
activation function.

Hyper-parameters are tuned for the models under study. Models are con-
structed using the Adam optimizer with a learning rate of 0.001 and a categor-
ical cross-entropy loss function. For each epoch, models are check-pointed, and
only the best model is saved based on the accuracy of the validation.

The metrics used for evaluating the performance of the models used for ac-
tivity recognition are accuracy and F-measure. Bidirectional LSTM gives bet-
ter accuracy and F1 score as compared to unidirectional LSTM, while ensemble
LSTM outperforms both unidirectional and bidirectional LSTMmodels as shown
in Table 3.

Table 3. Activity Recognition performance metrics

Accuracy Precision Recall F1 score

Unidirectional LSTM 69.66% 63.90% 69.66% 62.64%

Bidirectional LSTM 78.76% 71.45% 78.76% 74.28%

Ensemble LSTM 92.03% 89.40% 92.03% 90.65%

The normal and abnormal activities are detected for recognized activities us-
ing the PrefixSpan algorithm. Subsequences for the original and the recognized
activity sequences are generated with a sliding window size of 4. The original
activity subsequences are used in the PrefixSpan algorithm to generate the fre-
quent sequence pattern and are used as the ground truth. ”prefixspan” library
of python is used to implement the algorithm in this work. If a recognized sub-
sequence is a frequent sequence in the original data, it is classified as a normal
sequence of activities. Otherwise, that sequence is classified as an anomalous
activity sequence.

In this experiment, activity sequence [Leave Home, Enter Home, Leave Home,
Relax] is considered anomalous as the only possible activity following [Leave Home,
Enter Home, Leave Home] can be Enter Home which is present in the original
frequent activity set. [Leave Home, Enter Home, Leave Home] sequence followed
by any activity other Enter Home will be classified as an anomaly.

The anomaly rate is calculated to evaluate the performance of the order-
based anomaly detector. Anomaly rate is the number of anomalous sequences
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encountered for the total number of sequences. Out of 786 subsequences of the
recognized activity sequence with size 4, 704 are classified as normal activity
sequences and 82 as anomalous activity sequences, which gives the anomaly rate
of 10.43%.

6 Conclusion and Future Work

The unidirectional LSTM, bidirectional LSTM and the ensemble model of both
for recognition of activities based on the sensor events are studied in this work.
The results show that ensemble LSTM model outperforms both unidirectional
and bidirectional LSTM models. Further the recognition results are used for
detecting anomaly in the user behaviour using PrefixSpan algorithm by generat-
ing frequent sequential patterns for actual activity sequences and comparing it
with recognized activity sequence. This work is focused on detecting order-based
anomalies and it can be extended by detecting both order-based and duration-
based anomalies. Also, the dataset used for this work has the sensor data of
smart home where one resident is living and performing sequential activities.
Future works can study the results of these models for multi-resident setup and
for more complex set of activities.

References

1. S. Vadivelu, S. Ganesan, O.V.R. Murthy, A. Dhall, ”Thermal Imaging Based
Elderly Fall Detection,” Computer Vision – ACCV 2016 Workshops, ACCV
2016. Lecture Notes in Computer Science(), vol 10118. Springer, Cham.
https://doi.org/10.1007/978-3-319-54526-4 40

2. B. Suresh and K. Nalinadevi, “Abnormal Behaviour Detection in Smart Home En-
vironments,” Proceedings Innovative Data Communication Technologies and Appli-
cation, Singapore, Jan. 2022, doi: 10.1007/978-981-16-7167-8-22

3. J. Wang, Y. Chen, S. Hao, X. Peng, and L. Hu, ”Deep learning for sensor-based
activity recognition: A survey,” Pattern Recognition Letters, vol. 119, pp. 3-11, Mar.
2019. Available: 10.1016/j.patrec.2018.02.010.

4. D. Cook, ”Learning Setting-Generalized Activity Models for Smart Spaces”,
IEEE Intelligent Systems, vol. 27, no. 1, pp. 32-38, Sept. 2010. Available:
10.1109/mis.2010.112.

5. D. J. Cook, A. S. Crandall, B. L. Thomas and N. C. Krishnan, ”CASAS: A
Smart Home in a Box,” in Computer, vol. 46, no. 7, pp. 62-69, July 2013, doi:
10.1109/MC.2012.328.

6. L. Chen, J. Hoey, C. D. Nugent, D. J. Cook and Z. Yu, ”Sensor-Based Activ-
ity Recognition,” IEEE Transactions on Systems, Man, and Cybernetics, Part
C (Applications and Reviews), vol. 42, no. 6, pp. 790-808, Nov. 2012, doi:
10.1109/TSMCC.2012.2198883.

7. I. Fatima, M. Fahim, Y.-K. Lee, and S. Lee, “A Unified Framework for Activ-
ity Recognition-Based Behavior Analysis and Action Prediction in Smart Homes,”
Sensors, vol. 13, no. 2, pp. 2682–2699, Feb. 2013, doi: 10.3390/s130202682.



10 Jinal Patel et al.

8. B. Chitturi, J. Thomas and Indulekha T. S., ”New approaches for discovering un-
supervised human activities by mining sensor data,” 2015 International Conference
on Computing and Network Communications (CoCoNet), 2015, pp. 118-123, doi:
10.1109/CoCoNet.2015.7411176.

9. J. Kavya and M. Geetha, ”An FSM based methodology for interleaved and
concurrent activity recognition,” 2016 International Conference on Advances in
Computing, Communications and Informatics (ICACCI), 2016, pp. 994-999, doi:
10.1109/ICACCI.2016.7732174.

10. H. Fang and C. Hu, ”Recognizing human activity in smart home using deep learn-
ing algorithm,” Proceedings of the 33rd Chinese Control Conference, 2014, pp. 4716-
4720, doi: 10.1109/ChiCC.2014.6895735.

11. D. Liciotti, M. Bernardini, L. Romeo, and E. Frontoni, ”A sequential deep learning
application for recognising human activities in smart homes,” Neurocomputing, vol.
396, pp. 501-513, Jul. 2020. Available: 10.1016/j.neucom.2018.10.104.

12. L. Fahad and S. Tahir, ”Activity recognition and anomaly detection in
smart homes,” Neurocomputing, vol. 423, pp. 362-372, Jan. 2021. Available:
10.1016/j.neucom.2020.10.102.

13. K. A. Alaghbari, M. H. Md. Saad, A. Hussain and M. R. Alam, ”Activities Recog-
nition, Anomaly Detection and Next Activity Prediction Based on Neural Networks
in Smart Homes,” IEEE Access, vol. 10, pp. 28219-28232, 2022, doi: 10.1109/AC-
CESS.2022.3157726.

14. S. W. Yahaya, A. Lotfi and M. Mahmud, ”Towards the Development of an
Adaptive System for Detecting Anomaly in Human Activities,” 2020 IEEE Sym-
posium Series on Computational Intelligence (SSCI), 2020, pp. 534-541, doi:
10.1109/SSCI47803.2020.9308415.

15. J. Dahmen and D. Cook, ”Indirectly Supervised Anomaly Detection of Clinically
Meaningful Health Events from Smart Home Data,” ACM Transactions on In-
telligent Systems and Technology, vol. 12, no. 2, pp. 1-18, Apr. 2021. Available:
10.1145/3439870.

16. R. Kadouche, Pigot, H., Abdulrazak, B., Giroux, S., ”User’s behavior classification
model for smart houses occupant prediction,” Activity Recognition in Pervasive
Intelligent Environments, Atlantis Press, 2011. 149-164.

17. M. Novák, F. Jakab, and L. Lain, ”Anomaly Detection in User
Daily Patterns in Smart- Home Environment,” Journal of Selected Ar-
eas in Health Informatics (JSHI), vol. 3, no. 6, June 2013. Available:
http://www.cyberjournals.com/Papers/Jun2013/01.pdf.

18. S. Poh, Y. Tan, S. Cheong, C. Ooi, and W. Tan, ”Anomaly Detection for Home
Activity based on Sequence Pattern,” International Journal of Technology, vol. 10,
no. 7, p. 1276, Nov. 2019. Available: 10.14716/ijtech.v10i7.3230.

19. Jian Pei et al., ”PrefixSpan: mining sequential patterns efficiently by prefix- pro-
jected pattern growth,” Proceedings 17th International Conference on Data Engi-
neering, Apr. 2001, pp. 215-224, DOI: 10.1109/ICDE.2001.914830.


