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Abstract. Researchers and developers are using neural networks and deep neu-
ral networks widely in many fields. Even though those artificial intelligent 
models provide high performance, the way they work is not clear and users 
cannot understand its logic behind a specific decision. That is why we cannot 
use AI models in real applications in the medical field for example. In this pa-
per, we focused on the importance of providing explanations, provided a brief 
review about the field of Explainable AI, XAI, and used three different ways to 
provide explanations for users by doing experiments on a medical-transcriptions 
dataset. We used the self-explainable decision trees, different neural network 
models with separate explainers, and lastly, we used bidirectional LSTM model 
with attentions as explanations. 
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1 Introduction 

These days, we are using machine learning in most of the fields and the results we are 
getting are excellent. However, the way most machine learning models work, espe-
cially neural networks and deep neural networks, is not clear and researchers do not 
know the reasons beyond its success or failure. Besides, the end-users cannot trust the 
decision of AI programs because they do not provide explanations especially in sensi-
tive cases such as the medical or security field. That is why researchers are focusing 
on explaining the behavior of machine learning models to make them able to provide 
explanations for their decisions. This field of study is called Explainable AI, or XAI. 
Researchers have defined explainability in different ways and some of them have 
divided it into more than one term. Miruna A. Clinciu and Helen F. Hastie distin-
guished between four terms; transparency, intelligibility, interpretability, and explain-
ability, and tried to establish a set of standard terms [1]. Without digging into the 
details of those terms, we can say that the ultimate goal of XAI is to make the artifi-
cial intelligence model understandable by the user. 
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Fig. 1. Number of transcriptions for each category 

1.1 Types of Explainable Models 

According to [2] we can divide explainable models by two factors: (i) the scope of 
the explanation and (ii) the source of it. Local scope means the explanation is for a 
single prediction while global means the explanation is for the whole prediction 
scope. The source of explanation can be the model itself, we call it self-explaining 
model, or from further post-processing where we call it posthoc-explaining model. 
Therefore, we have four types of explanation models: (I) Local Post-Hoc, (II) local 
Self-Explaining, (III) Global Post-Hoc, and (IV) Global Self-Explaining. L. A. Hen-
dricks et al. [3] proposed a model that provides explanations of a visual classifier. We 
can consider their model as a local posthoc explaining model where explanations are 
for each example and the model generates explanations by a novel model after a visu-
al classifier. Rule-based models such as Decision Trees are self-explaining models 
and we can say that they are global and local since we can understand the generated 
model and we can generate an explanation for a specific prediction. N. Liu et al. pro-
posed a scheme to interpret any type of embedding method and the scheme they pro-
posed is global posthoc scheme [4]. H. Liu et al. made a novel model that make clas-
sification and provide fine-grained explanations as well [5].  In this paper, we provide 
explanations for medical transcription classification problem using three methods: 
decision trees as self-explaining model, attention values as local self-explaining 
method and lastly we used LIME [6] that explains the prediction of any classifier by 
learning an interpretable model locally around the prediction. We wanted to apply the 
novel method by [5] but their model depends on using fine-grained information and 
we do not have them in our dataset. 

1.2 Visualization Techniques 

Visualizing the explanation is so important in explainable models. Visualizing the 
explanations depends on the model we have and the data we treat. White-box models 
can provide visualization easily. In decision trees, for example, we can plot the tree as 
an explanation. In other cases, we can plot a heatmap of specific features, like plotting 
the heatmap of attention values. For NLP models, we can also highlight the important 
words with high attention instead of plotting the heatmap [7]. 

In the following sections, we talk about the materials and methods we used, how 
we preprocessed the dataset, and the technical details about the models we used. Then 
we talk about the conclusions and results of our experiments and the notices we 
found. 
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Fig. 2. ANN Model 

2 Material and Methods 

The dataset we have consists of textual medical transcriptions and the category each 
transcription belongs to. In our tests, we did not use accuracy as a metric to compare 
different models because the data is imbalanced. We used F1-Score that represents the 
harmonic mean of precision and recall. Equation (1) shows the formula of F1-Score. 
 
F1 = 2  × (Precision × Recall) / (Precision + Recall) = 2TP / (2TP + FP + FN) (1) 

2.1 Dataset 

Medical Transcriptions1 is a dataset that offers medical transcription samples with 
their categories. The dataset has originally 40 different categories with 2348 tran-
scripts. 

2.2 Preprocessing 

First, we processed the data and removed any invalid entries that have either of the 
transcription and/or the category empty. Then we transformed all the texts to lower 
case, deleted punctuations, and removed stop words. For representing the textual data, 
we chose Word2Vec [8] with an embedding dimension equals to 100. The dataset was 
highly imbalanced as we can see in Fig.1 so we deleted the categories that have less 
than 100 transcriptions and then oversampled the data using SMOTE [8] over-sampler 

2.3 Classification 

To classify the transcriptions we used four different models; decision trees, artificial 
neural network (ANN), convolutional neural network (CNN), and Bidirectional-
Long-Short-Term-Memory (Bi-LSTM). The ANN, CNN, and Bi-LSTM models are 
the same ones proposed in [10] except that we used Bi-LSTM cells instead of LSTM 
ones. We used Bi-LSTM because it gives better performance with textual data. Fig-
ures 2, 3, and 4 show the ANN, CNN, and Bi-LSTM models respectively. 

 

                                                           
1 https://www.kaggle.com/tboyle10/medicaltranscriptions 
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Fig. 3. CNN Model 

Fig. 4. Bi-LSTM Model 

Bi-LSTM Embedding Fully 

2.4 Explanations and Visualizations 

We aimed in our experiments not only to do classification but to make explanations as 
well. Decision trees are open-box models, self-explained, so we did not have to do 
extra processing. For visualizing the explanations, we plotted the decision tree. Fig 5 
shows the plotted tree. For the Bi-LSTM model, we used LIME [6], which produces a 
local explanation for a specific prediction by training a separate surrogate model. Fig. 
6 shows an explanation for correctly classified transcriptions and fig. 7 shows an ex-
planation for wrongly classified transcriptions where we used text highlighting to 
visualize the explanations.  Finally, we used attentions with the Bi-LSTM model to 
enable explanations. For each word in the input, we have a value that represents how 
it affects the output. We used those attentions values as local explanations and plotted 
them as heatmap. Fig. 8 shows the attention model we used and fig. 9 shows parts of 
two heat maps for correctly and incorrectly classified examples. 

3 Experiments and results 

We did all the experiments using Keras framework. We split the data randomly as 
80% for training and 20% for testing. After preprocessing the data, we generated the 
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Fig. 5. The decision tree used to classify transcriptions 

embedding vectors using Word2Vec class from Gensim library with min_count = 1 
and embedding size equals 100. Then we converted the input texts to their relevant 
word indices that map each word to its embedding vector. We vectorized the labels 
and binarized them to make them ready to use with SMOTE oversampler. The next 
step was oversampling the data where we got 4902 examples. For the neural network 
models, we used categorical cross-entropy as a loss function and Adam optimizer 
with learning rate equals to 0.001. Table 1. shows the accuracy, recall, precision, and 
f1-score for each of the classifiers we have in addition to the Bi-LSTM with Attention 
model. We see that the Bi-LSTM model has the best f1-score. However, in our evalu-
ation, we need to consider the explainability. Decision Trees are straightforward and 
clear but their performance in classification is very low. ANN, CNN, and Bi-LSTM 
models are like black boxes and are not understandable at all but they provide very 
good performance compared to decision trees. However, using decision trees to make 
a prediction and provide an explanation as well, the user will have more confidence in 
the model if he sees a logical explanation. On the other hand, even if the Bi-LSTM 
model has very good performance it still has an error rate and the user will not know 
whether the model is giving correct or incorrect prediction because it has no explana-
tion. The attention model, which we can apply to ANN, CNN, or Bi-LSTM, can pro-
vide high performance with good and logical explanations. When providing a predic-
tion with an explanation, the end-user can decide whether to trust the prediction or not 
based on the provided explanation. Finally, we can use a posthoc model and get it 
trained to provide explanations for any model we have. However, we believe that 
explanations provided by a classifier itself are more accurate than explanations pro-
vided by other posthoc functions.  

Fig. 6. Explanation for correctly classified transcription by Bi-LSTM model (Correctly pre-
dicted as “Consult - History and Phy”) 

Table 1. Performance metrics for decision tree, ANN, CNN, Bi-LSTM, and Bi-LSTM with 
Attention models 

Model Precision Recall F1-Score Accuracy 
Decision Tree 0.271464 0.286241 0.277782 0.238974 
ANN 0.998974 0.228718 0.372216 0.228718 
CNN 0.762953 0.518974 0.612205 0.518974 
Bi-LSTM 0.712139 0.571282 0.617014 0.571282 
Bi-LSTM with Attention 0.841395 0.559633 0.654027 0.559633 
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4 Conclusion 

In this paper, we explored different ways to provide and visualize explanations for AI 
models. We saw that black-box models, neural networks, and deep neural networks, 
give better performance than white-box models. However, white-box models are 
more clear and understandable by users that make them more explainable. To over-
come this problem, we modify the deep neural networks to make them able to provide 
explanations for their decisions or we can train another different model to do so. We 
noticed that most of the previous works focus on making neural models explainable 
from the end-user point of view and the provided explanations help slightly in making 
the researcher understand the model he built and how to improve it. For example, we 
noticed from the explanations provided by Bi-LSTM with the Attention model that 

Fig. 7. Explanation for incorrectly classified transcription by Bi-LSTM model (Predicted as 
“Consult - History and Phy” instead of “Cardiovascular / Pulmonary”) 

Y 

Fig. 8. Bi-LSTM with Attention Model 

Incorrectly classified prescription. (Classified as Surgery instead of Orthopedic) 

Correctly classified prescription. (Classified as History and Phy.) 

Fig. 9. Attention as plotted as heatmap 
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our model provides wrong decisions for short transcriptions and we have also to en-
hance the classifier part, fully connected layers, of our model rather than the Bi-
LSTM and attention part. However, we cannot understand the real functionality of 
each layer, when to add an extra layer or delete one, whether we have to add more 
neurons or delete some of them and so on. In order to make the AI field more practi-
cal and trustworthy, we encourage working on XAI models and not using AI without 
explanations at all. 
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