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1 Introduction

Reasoning about position and distance is vital for cognitive robotics, land/marine navigation and surveying
applications. Motion planning and collecting survey knowledge requires identifying relative position
and orientation of static objects as well as navigating agents in the environment. In marine navigation,
vessels need to position themselves with respect to other agents and the port, for example Vessel 4 reports
vessel 2 is on its starboard 147°. Vessel 3 states 6 is at his behind and near to the port, vessel 6 observes
7 on clock angle 9. As another example, in the robotic perception and motion planning problem of
[Moratz et al.2005, Dylla and Moratz2004, Moratz and Ragni2008], the human user instructs the robot
“to navigate to the red cube behind the blue cube” (Figure 1). To achieve this goal, the robot needs to
identify which red cube is behind the blue cube (C). In a similar vein, oriented objects and relative
position are also prevalent in surveying, localization/mapping and street networks, as in the statements
“The cafeteria is in front-left of the library and very near to it”, “When you go down the Kingston road
and reach the junction, Wimbledon avenue will be on your left”.

Figure 1: Robotic sensing and motion planning scenario

e -t

In these contexts, moving agents have some bearing and pivot objects may have some intrinsic orientation.
Navigating robots and vessels need to know relative position of other agents for collision avoidance,
motion/task planning and fleet management. Such relative location and distance information can be
quantitative (e.g. the tanker robot is to the 12 m and 53 angle of robot 2) as well as qualitative or coarse (e.g.
robot 5 is to the left-front and near to robot 7, ship 3 is starboard to ship 4). The latter is relevant in contexts
with human presence or data obtained from sensors is imprecise or exact location of an extended object is
hard to determine. In marine exploration, metric data about location and heading can be obtained from GPS
and measurement devices, but additional complex calculations are necessary to determine relative location
of the agent with respect to the port and other agents. In these sitautions, marine men often use simple
view or deck sight to locate themselves, e.g. we are near and southwest of Patara marina, or the yatch is
starboard and behind us. Besides such qualitative direct information is beneficial for verification of sensor
data in case of fault or calibration. Until now, robotic and marine navigation literature mostly focused on
collision and motion planning [Maaref and Barret2002, Frommberger2008, Miguel-Tomé2021], rather
than reasoning about kowledge.



In this paper, we study reasoning about relative position, orientation and distance of point objects in
2D space. We start with Oriented Point Relation Algebra (OPRA )[Moratz et al.2005] which describes
qualitative position of oriented points on the plane. We construct a new calculus HOPR A by augmenting
qualitative direction and quantitative location, distance, orientation information to OPRA. Then we
develop a framework for reasoning with this hybrid formalism using Answer Set Programming. The
framework can check consistency of a set of qualitative and quantitative constraints, explain source
of inconsistency, handle uncertain and presumed information, infer new knowledge and generate a
configuration of objects. We evaluate efficiency of our method by computational experiments and
illustrate its applications with sample scenarios.

2 Preliminaries

2.1 OPRA Formalism

OPRA describes qualitative position of two oriented points on 2D space with adjustable granularity g. In
OPRA 4, there are 4¢ relations indexed from 0 to 4g — 1. The even indexed relations are linear (along a
line) whereas odd indexed relations are angular. The length of an angular sector is 180°/g. Let (zx, yx)
denote the location and ¢ denote the intrinsic orientation (heading) of object K. @y = tan~*(y, —
yx)/(xr — zx) denotes the absolute angle of the vector K L directed from K to L. If the location of K
and L are different, the OPRA ; relation is shown as K 4 L which reads K is on sector ¢ wrt viewpoint
of L and L is on sector j wrt viewpoint of K. Namely, K falls onto sector ¢ of L and L falls onto sector j
of K. Y1 =¢K1 — @i denotes the relative angular position of L wrt K (and vice versa for ¢ ). We
name these relations differential OPRA relations. For example, in Figure 2(a) below K 4 /%, L.

Figure 2: Example for OPRA relations
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When the location of K and L coincide, the relative angular position of L with respect to K is defined as
the difference between intrinsic orientations, i.e. ;5 = ¢1, — ¢k . In this case, the OPRA  relation is
shown as K ; Z1 L which reads L is on sector ¢ wrt viewpoint of /. We name this type of relation as
same OPRA relation. To examplify, K o £ 3 L in Figure 2(b). Note that specifying j is unnecessary since

j=4g — .

[Clementini et al.1997] has introduced qualitative interval-based distance relation with symbolic binary
relation such as overlap, near, far with adjustable granularity. Each distance relation is associated with
an interval, for example near corresponds to [2.5, 4.7]. If the Euclidean distance between two objects is
in this range, they are near to each other. We create a new hybrid calculus named HOPRA by adding
distance relation K 3 L and quantitative constraints to OPRA. Quantitative constraints are of the form
(1) 6(K) =0, @) 4(K) € [a°, ), 3) 6(K) = PR,

“4) w(Kv L) =a’ (5) ¢(K7 L) S [ao’ bo]’



6) 6(K,L)=a°, (7)8(K,L) € [a°, 1],
(8) loc(K) = (z,y), (9)dist(K.L)=¢, (10)dist(K,L) € [c, d].

(1-3) are about intrinsic orientation (heading), (4-5) about relative position for objects whose location
different, (6-7) about relative position for objects with same location, (8) numerical location and (9-10)
numerical distance.

In HOPRA, we also introduce single-sided differential OPRA relation K A" L. A single-sided OPRA
relation specifies only the relative position of K wrt L, and not the other way around. The intuition is
agent L may not know how it is observed from viewpoint of other agent K. In HOPRA, we allow for
heterogenous relations: an agent K observes relative position of L with granularity g;, while agent L
observes K or M with granularity gs # g;.

2.2 Answer Set Programming

Answer Set Programming (ASP) is a logic programming paradigm based on answer set semantics [Gelfond and Lifschitz19:
Gelfond and Lifschitz1991]. It provides a formal framework for knowledge reasoning and declaratively

solving computationally hard problems. ASP models a problem by a set of logical formulas (called rules),

so that its models (called answer sets) characterize the solutions. ASP provides logical formulas, called

rules, of the form

Head < Ly,...,Lg,not Lyyq,...,not L; (1)

where [ > k > 0, Head is a literal and each L; is a literal. A literal is an atom A or its negation —A) or L.
A rule is called a constraint if Head is L, and a fact if [ = 0. A set of rules is called a program.

Choice rules (a special type of a logical formula) allows to make nondeterministic choices. For example
the rule below chooses at least 1 and at most 5 intern among candidates, for each lab:

1 <{intern(L,C) : candid(C)} <5 < lab(L). 2)

(Hard) constraint rules eliminate those answer sets which do not qualify as solution. For example the
constraint below prohibits the cases where a candidate is assigned to multiple labs:

< L1 # L2, intern(L1,C), intern(L2, C). 3)

Weak constraint rules express preferences and are used for optimization. The first rule below adds 2
unit of cost (penalty) for each intern and course, if an intern has not taken a preliminary course; and the
priority of this rule is 1 (highest). The ASP solver tries to minimize the total cost in a lexicographic
manner, starting from the highest priority (1).

< intern(L, I), not taken(I, Z), prelim(Z).[2Q1, I, Z] 4

Further information about ASP can be found in [Baral2003, Gebser et al.2012, Gelfond and Kahl2014,
Lifschitz2019].



3 Reasoning with HOPRA

Note that HOPRA already includes OPRA relations, in addition it also includes qualitative and quantita-
tive constraints about orientation, distance and location. OPRA relations are defined over the continuous
space R? x [0, 360°). However instantiation and search for spatial variables over continuous domain
is not feasible, besides the real data from measurement devices has finite precision and location of
an extended object (like robot, ship) can be determined within some bounds. To examplify, a robot
or a ship is an extended object with a long deck, its center point is always on the water and cannot
reach the port. Hence on a continuous domain, we can never have “the ship is at the port”. Thereby
we define semantics of HOPRA relations over the discrete space. Let = ; = [21, ..., 5] X [Y1, ..., Yt
be equally spaced x and y coordinate values and ®, = [f1, ..., f.] be the angular degree values. For
example, if the range in both axis is 8 km, the precision is 0.1 km and angular resolution is 2°, then
2=10,0.1,0.2, ...,8.0]2 and ® = [0,2°,4°, ..., 358°]. We can further represent the discrete domain by
a grid such that =, ; =1, ...,s] x [1,...,t] and &, =1, ..., 2]. Then the domain of HOPRA relations
become D, ==s4 X ®,.

We say that a given set C' of HOPRA constraints are consistent over domain Dy , if there is an
instantiation of variables I : V' — D, ; . which satisfies constraints in C, and we call E' a solution of C.
We define the consistency checking problem H in HOPRA as deciding whether the input network C' is
consistent or not.

Consistency problem of OPRA calculus itself is NP-hard and 3 R-complete [Lee2014], and it is not in
NP unless these complexity classes coincide. Theorem 1 states that complexity of consistency checking
in HOPRA is NP-complete. The reason for OPRA having higher complexity is that it is defined over
continuous space: A nondeterministic Turing machine may not search over an infinite space.

Theorem 1. The consistency checking problem H = (C,V, D, ) in HOPRA is NP-complete.

4 Reasoning with HOPRA using ASP

We first study consistency checking problem H = (C,V, D, .) in HOPRA using Answer Set Pro-
gramming. Due to limited space, we explain the core ASP rules, the full ASP code is available in the
supplementary material.

Represent the input. The input of the problem H is represented by a set of facts in ASP. An oriented
spatial object v € V is represented by object(v) atom. In some domains (like surveying and our robotic
scenario), it is known that two objects are located at the same point (with or without knowing their
numerical coordinates). Hence we distinguish points and objects; and denote point identifier of an object
with another atom point (v, p). v and p are just variables and we enumerate them with 1..|V| and 1..| P|.
In general, if point location of objects are unknown, then their point identifier can be chosen the same as
the object identifier.

We encode OPRA constraints by same_opra(N,K,L,I,G), diff_opra(N,K,L,L.J,G), one_sided_diff_opra(N,K,L,I,G)

atoms. Here N denotes the constraint number, K, L objects, I, J sectors, G granularity. Qualitative

distance relation is encoded by dist_rel(N,K,L,U) where U is the relation between K, L. We repre-

sent the quantitative constraints by direction(N,K,A), direction_range(N,K,A1,A2), direction(N,K,PR),
psi_precise(N,K,L,A), psi_range(N,K,L,A1,A2), delta_precise(N,K,L,A), delta_range(N,K,L,A1,A2), location(N,K,X,Y
distance(N,K,L,D), distance_range(N,K,L,D1,D2) atoms. Because a differential OPRA constraint in-

volves two different relative position information, we transform it into two single-sided constraint.



single_diff_opra(N,K,L,I,G) < ditf_opra(N,K,L,1J,G).
single_diff_opra(N,L,K,J,G) < diff_opra(N,K,L,LJ,G). ®))
single_diff_opra(N,K,L,I,G) < one_sided_diff_opra(N,K,L,I,G).

single_diff_opra(N,K,L,I,G) reads as K is on sector I of L with granularity G. We process quantitative
constraints to identify location and orientation (heading) of objects.

xloc(PX) < point(K,P), location(N,K,X,Y).
yloc(PY) < point(K,P), location(N,K,X,Y).
orient(K,A) < direction(N,K,A).
loc_known(P) < point(K,P), location(N,K,X,Y). (6)
orient_specified(K) < direction(N,K,A).
dist_known(PR) < point(K,P), point(L,R),
distance(N,K,L,D).

Disjunctive Constraints. We represent uncertainity in quantitative constraints by a range of values.
Uncertainity in qualitative OPRA and distance constraints are represented by disjunctive constraints of
the form disjrelation(N, D,Y, ..) where N is the constraint ID, D is the disjunct ID, Y is the type of
the disjunctive constraint and the rest are OPRA and distance constraint parameters. We enumerate the
type of the disjunctive constraint as O:only differential OPRA constraint, 1:only same OPRA constraint,
2:differential OPRA plus distance constraint, 3:only one-sided differential OPRA constraint, 4:one-sided
differential OPRA constraint plus distance, 5:only distance constraint.

If the N* constraint is disjunctive the rule below nondeterministically picks one disjunct and chosen (N, D)
atom indicates its index.

{chosen(N,D) : disj_index(N,D)} =1 <« existdisj(N). @)

Then we generate the OPRA and/or distance constraint corresponding to the selected disjunct. As an
example, the rule for type 2 is given below.

diff_opra(N,K,L,I,J,G) < chosen(N,D),

disjrelation(N,D,2,K,L,I.J,G,U). ®)
dist_rel(N,K,L,U) < chosen(N,D),

disjrelation(N,D,2,K,L,I1.J,G,U).

Instantiation of spatial variables. A candidate solution is characterized by an instantiation of objects
u € V by an oriented point in Dy ; .. An oriented point is specified by its location and orientation. We
nondeterministically generate a location (z,y) € E, s on the grid for those points whose location is
unknown. Forbidden locations and obstacles are designated by invalid_loc(X,Y") atoms in the input.

{xloc(PX) : 0< X <r}=1 <« not loc_known(P), point(P).
{yloc(PY) : 0<Y <s}=1 <« not loc_known(P), point(P). 9)
+ invalid_loc(X,Y"), xloc(P, X), yloc(P,Y).

We nondeterministically assign an orientation (heading) ¢ € ®, to the objects whose orientation is
unknown. To examplify, if angular resolution is 3°, then possible values are {0, 3,6, ...., 357 }. For this,
we generate a value in Q= {0, 1,2, ...., 119} and multiply by 3.

{degree(K,E): E€Q}=1 «
not orient_specified (K), point(P).

orient(K, E.Z) <« degree(K, E), angle_res(Z),
not orient_specified (K '), point(P).

(10)
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Next we determine which vectors and angles to compute for OPRA and quantitative constraints. We
compute the numerical distance between coordinates and find the angle ¢ pr by arctangent. We represent
tan function by internal ASP atoms for example tan_range(4,0.062,0.078) shows the range of 4°. For

differential OPRA constraints and quantitative 1) constraints, we need to compute the vectors P‘}% R
and the angle of these vectors ¢pr, drp-

compute_vector(P,R) < point(K,P), point(L,R),
diff_opra(N,K,L,L1J,G).

xdist(PR,X1-X2) <+ xloc(PX1), xloc(R,X2),
compute_vector(PR).

ydist(PR,Y1-Y2) < yloc(P.Y1), yloc(R,Y2),
compute_vector(PR).

tan(P,R,DY/DX) + DX #0,
xdist(PR,DX), ydist(P,R,DY).

varphi(P,R,A) «+ B>T1, B<T2,
tan(PR,B), tan_range(A,T1,T2).

(1)

OPRA Constraints. We add ASP rules to impose and process differential and same OPRA con-
straints.

Firstly, if two objects are related a same OPRA constraint then their locations must be identical. Thus
location of one of them can be deduced from the other, without loss of generality we calculate the
lower-indexed one.

xloc(P,X) < P <R, xloc(R,X),
point(K, P), point(L, R), same_opra(N,K,L,,G).
xloc(R, X) e P> R, xloc(P,X),
point(K, P), point(L, R), same_opra(N,K,L,.G).
yloc(P,Y) <— P <R, yloc(R,Y),
point(K, P), point(L, R), same_opra(N,K,L,[.G).
yloc(R,Y) <— P> R, yloc(P,Y),
point(K, P), pomt(L7 R), same_opra(N,K,L,I,G).
loc_known (P) < P <R, point(K, P), point(L, R),
same_opra(N,K,L,I.G).
loc_known(R) <~ P > R, point(K, P), point(L, R),
same_opra(N,K,L,I,G).

12)

For a differential OPRA constraint, if the sector is linear (even indexed), the orientation of object L can
be calculated from varphi(PR,A). Likewise, for a linear same OPRA constraint, orientation of one object
(the lower indexed one) can be calculated from the other.

orient(L, (A —90.1/G)%360) < I % 2=0, varphi(PR,A),
point(K,P), point(L,R), single_diff_-opra(N,K,L,LJ,G).

orient(K, (T — 1.90/G)%360) + I %2=0, L> K,
orient(L,T), same_opra(N, K, L,I,G).

orient(L, (T + 1.90/G)%360) < I %2=0, K> L, (13)
orient(K,T), same_opra(N,K,L,1,QG).

orient_specified (L) < I % 2 =0, single_diff-opra(N,K,L,1J,G).

orient_specified(K) + I %2=0, L > K, same_opra(N,K,L,,G).

orient_specified(L) + I %2=0, K > L, same_opra(N,K,L,I1,G).

For same OPRA constraints with angular sectors, we use the rules below to check them.



— I%2=1, (T - B)%360< (I —1).90/G, orient(K,B),
orient(L,T), same_opra(N,K,L,I,G).

— I%2=1, (T — B)%360>(I+1).90/G, orient(K,B),
orient(L,T), same_opra(N,K,L,I.G).

(14)

For an angular differential OPRA constraint, the guessed value of ¢;, must be compatible with ¢ . For
example, if o7 =250° and I =3, G =4 then each angular segment is 45° and ¢, must be in the range
(250 — 2 x 45°,250 — 45°) = (160°, 205°). We must also handle the case when bounds are reverse (i.e.
change due to modulo 360). For example, if ¢ x = 280° and I = 13, G = 4 then ¢, must be in the range
(280 — 7 x 45°,280 — 6 x 45%) = (325°,10°). In this case, ¢;, must not be less than 325 and greater than
10.
— I%2=1,T<(A— (I+1).90/G)% 360,
(A= (I —1).90/G) %360 > (A — (I +1).90/G) % 360,
orient(L,T), varphi(P.R,A), point(K,P),
point(L,R), single_diff_opra(N,K,L,I,G).
— I1%2=1,T>(A—(I-1).90/G) %360,
(A— (I —1).90/G) %360 > (A — (I +1).90/G) % 360,
orient(L,T), varphi(P,R,A), point(K,P), (15)
point(L,R), single_diff-opra(N,K,L,I.G).
— I%2=1,T<(A— (I+1).90/G)% 360,
T>(A—(I-1).90/G)% 360,
(A= (I—1).90/G)%360< (A— (I+1).90/G) % 360,
orient(L,T), varphi(PR,A), point(K,P),
point(L,R), single_diff_opra(N,K,L,I.G).

Quantitative Constraints. We process quantitative HOPRA constraints to restrict intrinsic orientation
and location of objects, using a similar method in OPRA constraints. For example, the ASP rules below
handle the ¢(K), ¢ (K, L), §(K, L) constraints. In particular, in the case of a precise (K, L), 6(K, L)
constraint, orientation of one object can be deduced from the other. ¢(K, L), (K, L) range constraints
can be imposed by ASP constraints (e.g. the last two rules).

«— T < Al, orient(K,T), direction_range(N,K,A1,A2).

<« T > A2, orient(K,T), direction_range(N,K,A1,A2).

orient_specified(L) < psi_precise(N,K,L,T).

orient_specified(K) < L > K, delta_precise(N,K,L,A).

orient_specified(L) < K > L, delta_precise(N,K,L,A).

orient(L, (A — T)%360) < varphi(PR,A), (16)
point(K,P), point(L,R), psi_precise(N,K,L,T).

orient(K, (T — A)%360) «+ L > K, orient(L,T), delta_precise(N,K,L,A).

orient(L, (T + A)%360) < K > L, orient(K,T), delta_precise(N,K,L,A).

+ (T — B)%360 < A1, orient(K,B), orient(L,T), delta_range(N,K,L,A1,A2).

+— (T — B)%360 > A2, orient(K,B), orient(L,T), delta_range(N,K,L,A1,A2).

Distance Constraints. For a qualitative distance constraint, we ensure that the numerical distance
(square) between objects is inside its interval. For a quantitative distance constraint, we check whether
the generated coordinates satisfy the numerical distance.

ndist(P, R, X? + Y?) + xdist(P, R, X), ydist(P,R,Y).

< D < D1, lower_bound(U,D1), ndist(PR,D),
point(K,P), point(L,R), dist_rel(N,K,L,U).

< D> D2, upper_-bound(U,D2), ndist(P.R,D), 7
point(K,P), point(L,R), dist_rel(N,K,L,U).

«— Y? £ D? - X2 xdist(PR.X), ydist(PR.,Y),
point(K,P), point(L,R), distance(N,K,L,D).



Henceforth the ASP program II for checking consistency of HOPRA constraints is composed of the rules
(5)-(17) and the facts that represent the input. An answer set of the program II specifies a configuration of
oriented objects in the grid, identified by xloc(P, X), yloc(P,Y"), orient(K, A) atoms. Theorem 2 states
that I is a sound and complete solution for A over domain Dy ; .. However, if the resolution parameters
s, t, z are less than the sensor precision (that constraints are measured) i.e. the grid size is smaller than
actual, then theoretically II may not yield an answer set though constraints are satisfiable (this never
happened in our experiments).

Theorem 2. Let H=(C,V, D ) be an HOPRA consistency problem and O, ; , denote the set of all
xloc(P, X), yloc(P,Y), orient(K, A), point(K, P) atoms. An assignment X from Dy, , to objects in
V' is a solution of H if and only if X can be represented as X = Z N Oy , for some answer set Z of 11.
Moreover, every solution of H can be represented in this form in only one way.

5 Guidance Mechanism for Solution Search

Previous on constraint-based reasoning suggests that adding some redundant constraints may be beneficial
for speeding up the search process [Bartdk2001, Cheng et al.1999, Karwan et al.2012, van Emden1999].
The additional constraints guide the search engine to eliminate the invalid candidates/choices for variables
and reach a solution on the search tree faster. In order to improve the computation time for HOPRA
(especially for inconsistent problem instances), we have developed an ASP subprogram with redundant
constraints to guide the search. This subprogram is oriented towards/designed for pruning candidate
solutions for angular differential OPRA constraints and quantitative 1) and distance constraints, since
these constraints are harder to check and satisfy. To our knowledge, this type of guidance mechanism is
also new in the spatial reasoning literature.

We first guide nondeterministic choice of objects’ orientation using differential OPRA constraints. If there

are two single-sided differential OPRA constraints for a symmetric pairi.e. K 4, £ Land L 4, £7 K,

90.(j—1) 90.(i+1))
92 g1

. Note that we must handle the case of reverse bounds separately (i.e. change

then the difference between orientation of objects ¢ 7, — ¢ + 180 must lie between (
(90.(j+1) o 90.(i—1))

and .
due to modulo 360).

+— I%2=1,J%2=1, K> L,

(B —T +180) %360 < ((J — 1).90/G2) — ((I +1).90/G1) % 360,

((J —1).90/G2) — (I +1).90/G1) % 360 <

((J +1).90/G2) — ((I —1).90/G1) % 360,

orient(K,T), orient(L,B),

single_diff_opra(M, K, L, I, G1), single_diff opra(N, L, K, J, G2).
— I%2=1,J%2=1, K> L,

(B —T +180) % 360> ((J + 1).90/G2) — ((I — 1).90/G1) % 360,

((J —1).90/G2) — (I +1).90/G1) % 360 <

((J +1).90/Ga2) — ((I — 1).90/G1) % 360, (18)

orient(K,T), orient(L,B),

single_diff-opra(M, K, L, I, G1), single_diff-opra(N, L, K, J, G2).
— I%2=1,J%2=1, K> L,

(B —T +180) %360 < ((J — 1).90/G2) — ((I +1).90/G1) % 360,

(B —T +180) %360 > ((J + 1).90/G2) — ((I —1).90/G1) % 360,

((J = 1).90/G2) — ((I +1).90/G1) % 360 >

((J +1).90/G2) — ((I —1).90/G1) % 360,

orient(K,T), orient(L,B),

single_diff-opra(M, K, L, I, G1), single_diff-opra(N, L, K, J,G2).

Next, we guide the generation of object location using differential OPRA and quantitative HOPRA

constraints. Consider a single-sided OPRA constraint K ; £ L in the input. Based on the chosen value of
¢, if the allowed x (or y) coordinate of object K, required by this OPRA constraint is to the right/left (or



up/below) of object L, then we impose the difference between x (or y) coordinates to be positive/negative
accordingly.

+— I%2=1,Y <0, ydist(K.L,Y), (T + (I —1).90/G) % 360 < 180,
(T + (I +1).90/G) % 360 < 180,
orient(L,T), single_ditf_opra(N,K,L,I,G).

— I%2=1,Y >0, ydist(K.L,Y), (T + (I —1).90/G) % 360 > 180,
(T + (I +1).90/G) % 360 > 180,
orient(L,T), single_ditf_opra(N,K,L,I.G).

19)

and analogous rules for x axis. Using a similar idea, we guide generation of object location using
quantitative ¢( K, L) and distance constraints. Namely, if a precise ¢ or range 1) constraint requires
object K to be located right/left (or up/below) of object L, then the set of rules below ensures that the
(or y) coordinate of K is greater/less than L. In case of a distance constraint dist(K,L) = ¢, we ensure
that the distance over x or y axis cannot be greater than c.

+ Y <0, ydist(K,L,Y), (T + A) % 360 < 180,
orient(L,T), psi_precise(N,K,L,A).

+— Y >0, ydist(K,L,Y), (T + A) % 360 > 180,
orient(L,T), psi_precise(N,K,L,A).

+— Y <0, ydist(K,L,Y),
(T + A1) % 360 <180, (T"+ A2) % 360 < 180,
orient(L,T), psi_range(N,K,L,A1,A2).

— Y >0, ydisttK,.L,Y),
(T + A1) %360 > 180, (T + A2) % 360 > 180,
orient(L,T), psi_range(N,K,L,A1,A2).

+— |Y|>0, ydist(K,.L,Y),
point(K,P), point(L,R), distance(N,K,L,D).

(20)

and analogous rules for x axis.

Then the improved ASP program IT¢ for HOPRA with guidance mechanism is formed by the union of
the original ASP program II with the rules (18)-(20).

5.1 Inferring New Knowledge

If the given information is incomplete, agents may need to deduce new knowledge. The desired relations
to infer can be specified at the input by toinfer-opra(K, L, G), toinfer_distrel (K, L), ... type atoms. The
unknown relations can be inferred from the generated location and orientation of objects in the answer
set. For example,

inferred_orient(K,A) < orient(K,A), toinfer_orient(K)
inferred_same_opra(K, L, Z/(90/G),G) <

Z%(180/G) = 0, orient_diff (K, L, Z),

same_loc(K,L), toinfer_opra(K,L,G). 21
inferred_distrel(K,L,U) < D> D1, D < D2,

upper_bound (U, D1), upper_bound(U, D2),

ndist(P, R, D), point(K, P), point(L, R), toinfer_distrel (K, L).

Note that there may be multiple configuration of objects that satisfy the given constraints and the inferred
relations may not be unique. All possible inferred relations can be obtained by computing all answer sets
by the ASP solver.



5.2 Explaining the Source of Inconsistency

It might be the case that the HOPR A constraints in C' are inconsistent with each other, i.e. C'is unsatisfi-
able. However, when we exclude some constraints from C, it may become satisfiable. In that sense, the
set of excluded constraints explain a source of inconsistency in the original set C'. To identify the source
of inconsistency, we nondeterministically select which constraints to drop. drop (V) atom indicates that
the constraint with ID number N is dropped. The mandatory (non-defeasible) constraints are specified by
mandatory(NN') atom in the input. Each dropped constraint adds 1 unit cost and the ASP solver tries to
minimize the total cost. We also revise the ASP rules so that the dropped constraints do not apply.

{drop(N)} <1 < not mandatory(N), constraint_id(N).

<~ drop(N) [1@1, N]. (22)

5.3 Presumed Information

In some situations, agents might have prior or presumed information, for example the port station
knows that ship 4 planned to sail from Izmir port to Gocek Marina, so its heading is presumably to-
wards Gocek. We call these presumed HOPRA constraints. The reasoning agent should consider these
(qualitative or quantitative) presumed constraints unless they conflict with the existing HOPRA con-
straints. In this sense the presumed constraints are defeasible. We represent presumed contraints by
presumed_diff_opra(N,K,L,LJ,G), presumed_same_opra(N,K,L,I,G), presumed_orient(N,K,A) and sim-
ilar atoms. We minimize the number of violated presumed constraints by

{violated(N)} <1 < presumed_constraint_id(N). 23)

<~ violated(N) [1@2, N].
The priority of the weak constraint in rule (22) is higher than that of rule (23) because satisfiability of
original HOPRA constraints is more important. If the presumed constraint applies, the corresponding
atoms are generated. For example,

diff_opra(N,K,L,LJ,G) < not violated (N),

presumed._diff_opra(N,K,L,LJ,G). 24)

6 Applications of HOPRA

6.1 Marine Navigation:

We first consider fleet management of a group of six vessels sailing in the Agean Sea and the port station
at Dalyan. The ships report the following data to the station Vessel 4 observes vessel 2 near and on its
starboard 147¢ and 2 is staying motionless at Kosedere marina. 5 reports its location is (18, 11) and he
observes 4 on its right-front. Vessel 6 reports that it is distant from the station by 20-25 km. Vessel 3
states that 5 is on its port direction between 70° — 100°, and 6 is on his behind and not near. 7 observes 6
on his clock angle 9 and very near to it.

The agent at port station also knows that vessel 6 had a plan to go to Kumburun port. Based on the
collected information, the port station wants to (1) verify that all measured data are correct and (2) find
out the orientation of vessel 3 and its position wrt 4. For this, the station agent uses the main ASP program
augmented with subprograms for inference and presumed constraints. The grid is 40x30 with angular
resolution 3° and each slot 1km. The combined program yields an answer set (Fig. 3), and from the
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inferred_orient(3, 330), inferred_diff_opra(3,4,1,4) atoms, the agent infers that 3 is moving 330° and
left-front of 4.

Figure 3: ASP output of marine navigation scenario
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6.2 Cognitive Robotics:

Next we study the robotic perception problem [Moratz et al.2005, Dylla and Moratz2004, Moratz and Ragni2008],
mentioned in the introduction. The task of the robot is to navigate to the red cube behind the blue cube. To
achieve this, the robot first needs to identify which red cube is behind the blue cube (C). In this mission,
the robot makes two preceptions at point R1 and R2 with its sensor. The sensor data at these points are
stated as OPRA relations in [Moratz et al.2005] as below. Here Pr denotes the object located at point P,

oriented toward R and r P denotes the object located at point P, whose orientation is vector RP.
(R1)Rlpa 4 Z1Rl¢, Rlpy 4 Z1 Rlpy, Rlpy 4 Z15 Rlp,

(R2) Rlpz 4 £8 ri R2, pi R24 /4 R2¢,
rR24Z1R2p1, Rr1R24413R2ps

Based on preceived information, the robot must determine which object(s) are behind the cube i.e. check
whether the following (disjunctive) constraints hold: B1 4 L7899 Cpy . B2, L1789 Oy

One method to solve this problem is inference as in the first scenario, an alternative method we present
here is checking (in)consistency. We impose the physical sensor data as mandatory OPRA constraints; we
add the candidate relations above as non-mandatory constraints. Then we utilize the main ASP program
together with the subprogram for inconsistency which tries to satisfy the maximum number of constraints.
At an optimal answer set, the first disjunctive constraint is satisfied but the second is not. Thus object B1
is behind C but B2 cannot be. The layout of objects in this solution is shown below. With composition
and inversion based reasoning, [Moratz et al.2005] could not reject that B2 is behind C. This constitutes
another example that path-consistency type approaches are insufficient for OPRA. Thus our model is
better suited for checking consistency and reasoning with OPRA and HOPRA. The setup of this scenario
is also relevant in other applications such as surveying, mapping, landmark localization. An example of
surveying street networks using OPRA is [Liicke ef al.2011].

7 Experimental Evaluations

We perform experiments to assess computational efficiency of our ASP formulation and observe the
impact of input size, granularity, grid and type of constraints. All tests performed on a Linux workstation
with Intel 19-9900K 3.6GHz CPU, 64GB memory using the ASP solver Clingo 5.4.0 on a single core. We
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Figure 4: ASP output of robotic perception and motion scenario
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first experimented with basic OPRA constraints and original ASP program II to evaluate performance
of consistency checking in OPRA. For a number of object (N) and constraint (C), we have created 100
consistent and 100 inconsistent random benchmark instances (samples). We set granularity (G) uniform
in an instance. Consistent problem instances are created by randomly picking location and heading of
objects on a 1000x1000 grid. The pair of objects in the constraint set are randomly chosen and OPRA
constraints are extracted from the layout. Inconsistent instances are created by assigning random OPRA
relations to those object pairs. We fixed the timeout value to 100 seconds and recorded time statistics (in
seconds) over 100 samples: Grnd shows average grounding time while Mean, Max, Std shows average,
maximum and std. deviation of solving time (grounding+search). ! Tout denotes number of timeout
instances. S, aR denotes the grid size is Sz.S and angular resolution is R°.

Table 1: Results for basic OPRA constraints with original program II

Instance Consistent Inconsistent
N C G Grid |Gmnd Mean Max Std Tout | Grnd Mean Max Std Tout
10 10 4 503 | 1.31 166 3.63 041 0 069 835 942 214 11
10 10 4 100,02 | 239 559 332 483 0 125 232 325 434 27
10 10 6 50,3 | 1.37 204 545 084 O 069 878 959 218 16
10 10 6 100,02 | 247 697 379 510 O 1.23 359 81.8 966 32
10 20 4 50,3 | 281 7.16 412 529 0 1.18 1.19 3.04 041 0
10 20 4 100,02 | 5.09 357 926 236 21 | 213 216 644 079 0
20 20 2 50,3 | 251 326 823 088 0 140 588 903 135 6
20 20 4 50,3 | 2.88 521 239 336 0 152 671 957 160 12
20 40 2 50,83 | 5.09 2464 975 196 O 2.14 215 4.66 0.64 1
40 40 2 50,3 | 531 990 339 488 0 280 7.63 878 162 13
60 60 2 25a3 | 721 899 154 154 O 401 681 869 112 6

Note that these are (double-sided) differential OPRA constraints, each of them actually includes two
constraints. We observe that grounding time and total computation time increase as the number of
objects, constraints, granularity and grid size increase. In general, the computation time and timeout
values for inconsistent instances are greater compared to consistent instances. This is mainly because
it is sufficient to find one combination to reach consistent outcome whereas the solver needs to search
many combinations on the search tree to decide inconsistency. Notice that the computation time for
inconsistent instances are lower than consistent instances when the number of constraints or granularity is
large. Our interpretation is that since constraints for inconsistent instances are randomly generated, it is
relatively easier to detect conflicts between them, when the constraints are dense (number) or they are
fine (granularity).

To assess the benefit of subprogram for guidance (in Section 5), we tested the same instances with ASP
program IT*. Comparing the results in Table 1 and 2 reveal that addition of subprogram for guidance
increases grounding time a little (due to additional constraints), but the search is much faster, thus the net
effect is lower computation time on average. Now inconsistency is determined faster than consistency
since guidance rules makes conflict detection easier. Note that with guidance, the maximum computation

!'Timed-out instances were not counted in calculting statistics in the tables
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time and timeout instances are also lower, in general.

Table 2: Effect of Guidance: Basic OPRA constraints with IT

Instance Consistent Inconsistent
N C G Grid |Gmnd Mean Max Std Tout | Grnd Mean Max Std Tout
10 10 4 5043 | 1.93 200 263 014 0 | 08 1.62 298 303 11
10 10 4 1002 | 409 450 578 043 0 175 410 864 939 14
10 10 6 5043 [ 201 213 311 019 0 | 098 580 373 134 1
10 10 6 1002 | 425 480 946 079 0 1.83 373 355 6.65 15
10 20 4 5043 | 383 435 887 073 0 138 139 415 058
10 20 4 100,22 | 782 107 352 373 0 269 284 105 160 0
20 20 2 5043 | 355 375 452 018 0 162 185 777 108 11
20 20 4 5043 | 409 439 7.04 035 0 194 249 120 194 5
20 40 2 5043 | 693 887 248 243 0 244 246 587 085 1
40 40 2 503 | 741 819 106 041 O 334 492 379 504 10
60 60 2 25a3 | 924 968 108 023 0 | 461 644 914 833 7
60 80 2 25a3 | 124 148 319 287 0 | 532 580 377 390 1

Next we make experiments to observe the impact of qualitative distance constraints, we use the improved
ASP program II'. For each pair, we add the distance constraint to the constraint set. For a consistent
instance, we extract the distance relation from the layout and add to the constraint set. For inconsistent
instance, we randomly pick the distance relation. In general, computation timings are higher compared to
Table 2, due to additional overhead of checking distance constraints.

Table 3: Results for basic OPRA and qualitative distance constraints

Instance Consistent Inconsistent
N C G Grid |Grnd Mean Max Std Tout | Grnd Mean Max Std  Tout

10 10 6 503|240 266 412 030 0 106 585 678 136 6

10 20 4 5043 | 454 634 323 296 0 1.51 1.53 486 069 O

20 20 2 503 | 413 491 130 112 0 1.87 10.1 970 215 12

20 20 4 5043 | 484 596 291 254 0 213 669 982 142 8

20 40 2 503 | 827 220 768 146 6 270 273 8.08 1.10 1
2 0

50,a3 | 871 133  33.0 447 353 720 66.1 133 2]

We also experiment with disjunctive OPRA constraints. We have used program II¢ and created problem
instances as follows: We take a basic (in)consistent instance for a parameter combination IV, C, G and
convert %20 or %40 of the constraints into disjunctive constraints. 428 denotes that there are 4 disjunctive
constraints, each having 8 disjuncts. For the disjuncts, we keep the original basic relation and add other
randomly generated basic OPRA relations as disjuncts. This manner we have created 100 consistent and
100 inconsistent instances with disjunctive constraints. In experiments, grid size is 50x50 and angular
resolution is 3°. With disjunctive constraints, computation time increases but not very large.

Table 4: Results for disjunctive OPRA constraints

Instance Consistent Inconsistent
N C G Disj | Gnd Mean Max Std Tout | Grnd Mean Max Std Tout

8x8 | 13.5 151 824 857
16x2 | 888 102 149 1.10
16x4 | 11.7 13.0 228 1.6l
16x8 | 16.0 173 39.1 3.01

749 107 969 123 12
557 726 309 513 19
8.18 109 66.1 862 9
128 142 341 521 8

20 20 4 4x2 | 476 546 202 135 O 264 656 96.6 143 8
20 20 4 4x4 | 593 635 101 1.01 0 356 645 664 9.06 11
20 20 4 4x8 | 878 934 189 246 O 548 112 857 173 11
20 20 4 82 | 534 595 107 088 O 320 656 485 830 11
20 20 4 8x4 | 785 887 338 295 0 544 124 934 182 17
20 20 4 8x8 | 134 143 308 425 0 105 146 546 104 11
40 40 2 82 | 831 938 138 074 0 447 6.15 502 653 16
40 40 2 8x4 | 953 105 144 086 0 568 9.05 863 124 12

2 0

2 0

2 0

2 0

We have performed experiments for quantitative HOPR A constraints, in particular orientation constraints
¢(K) =a®. We have created problem instances as follows: We take a basic consistent or inconsistent
instance with only OPRA constraints for a parameter combination NV, C', G. Then for every object, we add
its precise numerical orientation to the constraint set. For a consistent instance, we extract the numerical
orientation from the layout and add to the constraint set. For inconsistent instance, we randomly assign
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an orientation in range [0,359]. The results in Table 5 are comparable and similar to Table 2. The reason
is that, with quantitative information, the solver does not need to guess the orientation of objects; but now
it has to find object locations in order to match to the exogenously given orientations, wrt OPRA relation
sectors. These two effects seem to neutralize each other.

Table 5: Results for basic OPRA constraints with quantitative orientation constraints

Instance Consistent Inconsistent
N C G Grid |Grnd Mean Max Std Tout | Grnd Mean Max Std  Tout
2 5043|367 387 457 022 0 1.77 582 828 173 11
4 503 | 433 470 575 036 210 3.08 228 448 12
2 503 | 747 9.86 241 334 263 269 644 113 0
20 40 4 503 | 877 13.6 284 493 308 311 680 128 0
2 5043|772 858 979 046 323 388 954 216 3
4 50,23 | 890 104 149 1.22 388 525 285 543 4

o|lo|o|o|e

8 Related Literature

OPRA has been applied to robotic motion [Glez-Cabrera ef al.2013], marine navigation [Dylla et al.2007],
topological map learning [Wallgriin2010], surveying [Liicke et al.2011]. However reasoning with OPRA

is NP-hard [Wolter and Lee2010] and currently there is no mechanism that can decide consistency of
even basic OPRA constraints. Existing tools use composition and path-consistency for reasoning which
is incomplete [Mossakowski and Moratz2010] and cannot generate configuration of objects.

Answer Set Programming has been applied to spatial reasoning [Baryannis et al.2018, Baryannis et al.2020,
Brenton ef al.2016, Li2012]. However these approaches are based on path-consistency and do not involve
commonsense knowledge or assumptions. [Izmirlioglu and Erdem2023] has proposed a framework for
reasoning with direction of extended objects using cardinal directions (north, east, southwest), but the
objects are stationary and do not have an intrinsic orientation. Furthermore their setup is purely qualitative
and does not include distance or location information. ASP has not yet been applied to OPRA or distance
calculus.

9 Conclusion

Spatial reasoning about orientation and position is beneficial for cognitive robotics, land, marine, UAV
navigation, surveying and localization applications. In these domains metric data can be utilized in
reasoning when available. Additionally, qualitative or coarse spatial information is also relevant because
human agents tend to use symbolic terms of natural language; moreover spatial data obtained from
sensors may be imprecise. In this paper, we have proposed a new hybrid formalism HOPRA for position,
orientation, distance and an ASP-based framework for reasoning. This framework can solve consistency
problem of OPRA, and incorporate distance and quantitative constraints to it; the existing literature does
not have solution to these problems. We have also examplified a guidance mechanism (Section 5) for a
spatial reasoning problem to improve the pruning and search process for reaching a solution faster.
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