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Abstract—In recent years, air based writing has emerged
as a compelling area in pattern recognition and image pro-
cessing, crucial for advancing automation and enhancing man-
machine interaction. With a focus on reducing processing time
and enhancing recognition accuracy, researchers have explored
novel techniques. Object tracking, an integral part of Computer
Vision, has gained momentum with faster computers and af-
fordable, high-quality video cameras. This involves three key
steps: object detection, frame-to-frame tracking, and behavioral
analysis. Object tracking entails addressing issues such as suitable
representation, feature selection, detection, and tracking. Its
applications span automatic surveillance, video indexing, and
navigation. Leveraging this, a project aims to create a motion-to-
text converter for intelligent wearable devices, allowing writing
in air for various purposes, aiding communication for the deaf
and reducing reliance on traditional devices.

I. INTRODUCTION
Computer vision stands as an interdisciplinary field of

study focused on enabling computers to grasp and interpret
digital images or videos at a sophisticated level. From an
engineering point of view, it aims to understand the tasks
akin to those performed by the visual system. Its scope
encompasses techniques for analyzing, and interpreting
digital images, along with extracting high-dimensional data
from the real world to generate numerical or symbolic
information, facilitating informed decisions. In practical
terms, understanding implies the transformation of visual
images (retinal input) into representations of the environment
that align with cognitive processes and can prompt appropriate
responses Computer vision stands as an interdisciplinary
field of study focused on enabling computers to grasp and
interpret digital images or videos at a sophisticated level.
From an engineering point of view, it aims to understand
the tasks akin to those performed by the visual system. Its

scope encompasses techniques for analyzing, and interpreting
digital images, along with extracting high-dimensional data
from the real world to generate numerical or symbolic
information, facilitating informed decisions. In practical
terms, understanding implies the transformation of visual
images into representations of the environment that align with
cognitive processes and can prompt appropriate responses.

The scientific discipline of computer vision primarily
concerns the principles underpinning artificial systems
designed to extract meaningful information from images.
Image data can manifest in diverse formats, multiple camera
perspectives, data from three dimension scanners, and medical
imaging equipment. Computer vision, as a technical domain,
strives to implement its concepts and frameworks in the
advancement of computer vision systems.

Fig. 1. Computer vision Process



A. PROBLEM STATEMENT
The project is aimed at tackling significant societal issues:

1.People with hearing impairment: Many people with hear-
ing impairments communicate using sign language, which
most people don’t understand without a translator. This creates
a barrier to understanding their feelings and emotions.

2.Overuse of Smartphones: Smartphones have become an
integral part of our lives, but their overuse can lead to
accidents, depression, distractions, and other health problems.
Despite their convenience, they can also pose serious risks to
our well-being.

3.Paper wastage is a big problem that we often overlook.
We use up a lot of paper for writing, drawing, and other tasks.
Did you know that it takes about 5 liters of water to make just
one sheet of A4 size paper? And a whopping 93 percentage
of all paper comes from cutting down trees! Plus, half of the
waste generated by businesses is paper, and a quarter of what
goes into landfills is paper too.

All this paper waste isn’t just bad for the environment
because it uses up water and trees, but it also creates tons of
garbage that just piles up. But there’s a solution called Air
Writing that can help. It’s a way of writing in the air instead
of on paper. This can be especially helpful for people who
are deaf or hard of hearing because their air-written messages
can be shown using Augmented Reality or turned into speech.

The cool thing about Air Writing is that you can jot things
down in the air and then get right back to what you were
doing without needing paper. And since everything is stored
electronically, there’s no need to worry about wasting paper
or harming the environment.

II. SYSTEM METHODOLOGY
To get this system up and running, we need a dataset for

the Fingertip Detection Model. The main job of this model is
to track the movement, specifically the gestures made in the
air

A. Fingertip Detection Model:
Air writing can be done with a special stylus or air-pens that

have distinct colors. However, our system takes a different
approach by utilizing fingertip detection. We think people
should be able to write in the air without needing to carry
around extra tools like a stylus. To make this possible, we’ve
employed Deep Learning algorithms that can identify fingertip
positions in each frame, creating a list of coordinates for
accurate tracking.

B. Techniques of Fingertip Recognition Dataset Creation:
a. Video to Images: Initially, we captured two-second

videos of hand movements in various settings. These videos
were then split into 30 individual images each. In total, we
collected 2000 images. To train our model, we manually
labeled this dataset using image labels. Despite achieving

an impressive 99 percentage accuracy, the model struggled
when presented with backgrounds different from those in
the dataset, as the images were all from the same video and
environment, resulting in monotony.

b. Distinct Background Photography: To address the lim-
itations of the previous method, we created a new dataset
with more diversity. This time, we focused on capturing four
distinct hand poses to enable control gestures for the system,
as illustrated in Figure 4. The goal was to train the model to
accurately recognize fingertips for all four fingers, allowing
users to control the system based on the number of fingers
shown. For example, one finger for writing, two for converting
to e-text, three for adding space, and so on. The dataset
comprised 1800 images, and using a script, we auto-labeled it
with the previously trained model. After correcting mislabeled
images and introducing further refinement, we achieved a 94
percentage accuracy. Importantly, this model performed well
across different backgrounds, unlike the previous one.

C. Fingertip Recognition Model Training
The main goal of this project is to create and put into

action a strong system for verifying the integrity of data stored
securely in the cloud. This system will ensure that user data
remains intact, confidential, and accessible whenever needed.
”

III. MOTIVATION
Writing or drawing in the air is a captivating and demanding

area of research within artificial intelligence. It’s something
that sparked our interest, leading us to develop a project
called ”Air Canvas” – essentially drawing in the air. Drawing
or sketching with our hands is something many of us dream
of doing. We often imagine doodling freely without any
constraints. This project emerged from that very concept.
We’ve created a virtual canvas where you can select colors
and draw or write whatever you like simply by moving your
hand in the air.

IV. LITERATURE REVIEW
A. Movement Recognition using LED System:

This system utilizes a camera to detect the movement of
an LED attached to the fingertip. It can accurately recognize
patterns drawn on the screen by the LED. The advantage lies
in its fast movement tracking and high accuracy. However, it
requires the LED to be specifically a red LED, and it may
fail if other objects resembling a red LED are present in front
of the camera.

B. System with Air Mouse:
This device is equipped with sensors that can be worn on

the finger, essentially functioning as an Air mouse. It serves
as a substitute for a traditional mouse, allowing users to
provide various inputs to the system. The key difference is



that the Air mouse operates in the air in front of the screen.
It detects hand movements such as grabbing or keeping the
hand vertical to execute actions like selecting, dragging, or
scrolling, similar to a real mouse.

C. Hand Recognition with Kinect Sensor:

This system employs a Kinect sensor to capture depth and
color information, enabling the detection of hand movements.
While Kinect sensors are efficient with large objects, they
may encounter challenges in recognizing gestures accurately,
particularly with smaller objects. Despite its capabilities, it
may struggle with precise gesture recognition for tiny objects.

V. IMPLEMENTATION

A. Hand Detection

The process of hand tracking involves the use of computer
vision in a computer to recognise a hand from an input image
and then maintain attention on the movement of the hand as
well as its orientation.
Algorithms

• Import the Libraries
• Initializing the hand’s landmarks detection model using

Mediapipe
• Read an Image
• Perform Hands Landmarks Detection
output

Fig. 2. Hand Detection Output

B. Finger Tip Detection

Finger Tip Detection is the method of using computer
vision in a computer to recognise a specific fingertip of the
hand from an input image which is captured by the system
camera.

Algorithm
1.Import the Libraries

2. Initializing the hand’s landmarks detection model using
Mediapipe

3. Load an image from the input source using OpenCV or
any relevant image processing library.

4. Utilize the initialized hand landmarks detection model
to detect the landmarks on the hand within the image.

5. Identify the fingertips by analyzing the landmarks
detected on the hand. Determine the positions of the
fingertips based on the landmarks provided by the detection
mode

output

Fig. 3. Finger Tip Detection output

C. Finger Tip Tracking

The process of fingertip tracking involves the use of
computer vision in a computer to recognise a specified
fingertip of a hand from an input image which 23 is captured
by the system camera and then maintain attention on the
movement of the hand as well as its orientation

D. Algorithm

1.Import the Libraries
2. Initializing the hand’s landmarks detection model using
Mediapipe
3. Read an Image
4. Perform Hands Landmarks Detection
5. Detection of Finger Tips using Hands Landmarks
6. Tracking of detected finger tip

E. Output

VI. SOFTWARE REQUIREMENT

A. python

Python is a popular programming language known for
its simplicity and versatility. It was initially developed by
Guido van Rossum in 1991 and has since been supported
and expanded by the Python Software Foundation. One of
Python’s key features is its readability, making it easy for
programmers to write and understand code. Its concise syntax
allows developers to express complex ideas with fewer lines
of code, promoting efficiency and productivity. Python is
valued for its ability to facilitate rapid development and
seamless integration with various systems.



Fig. 4. Finger Tip tracking output

B. MediaPipe
MediaPipe, a framework by Google, addresses hand

tracking challenges and offers machine learning solutions
adaptable to diverse projects. With modules for movement
and gesture recognition, it enhances user experience across
platforms by detecting hand shapes and motions. This
capability forms the basis for hand gesture control, sign
language interpretation, and augmented reality overlays.
Despite its complexity, MediaPipe Hands provides real-time
hand and finger tracking using machine learning, even on
mobile devices. This accessibility encourages innovation and
exploration in research and development, opening avenues
for novel applications and advancements.

C. OpenCV
OpenCV is a powerful library used for recognizing and

processing images, particularly for tasks like hand tracking
and drawing. Its primary focus is on image processing and
recognition, making it ideal for various computer vision
applications. With methods for object detection and real-time
image processing, OpenCV enables the creation of advanced
computer vision systems using Python. It’s extensively used
for tasks like analyzing images and videos, as well as
detecting faces and objects with high accuracy.

D. NumPy
The ndarray, or N-dimensional array, is a fundamental

object within NumPy, a popular Python library for numerical
computing. It represents a collection of elements that are
all of the same type, arranged in multiple dimensions.
Each element within the array can be accessed using a
zero-based index. Importantly, all elements in the ndarray
occupy the same amount of memory space. Additionally,
each element is associated with a data-type object, denoted
as dtype, which determines the type of data stored in the
array. When accessing elements from an ndarray, Python

objects representing the array scalar types are retrieved. This
relationship between ndarray, dtype, and array scalar types is
illustrated in the accompanying picture.

VII. CONCLUSION AND FUTURE WORK

In the future, we aim to utilize advanced machine
learning models to accurately recognize written characters.
Our goal is to create a natural interface between humans
and systems that eliminates the need for keyboards, pens,
or gloves for character input. This involves categorizing
letters across various datasets and languages to ensure
accuracy. We’ll employ sophisticated models to predict
alphabets with the highest level of precision. Our approach
will revolutionize how characters are identified and inputted
into systems, making interactions more intuitive and seamless.

VIII. CONCLUSION

The system we’ve developed offers a fresh approach to
writing, eliminating the need for carrying a phone to jot down
notes. It’s a convenient way to write on-the-go, especially
beneficial for differently-abled individuals, seniors, or those
uncomfortable with keyboards. Furthermore, it can extend its
utility to controlling IoT devices and even enable drawing in
the air. This software could greatly enhance smart wearables,
fostering better interaction with the digital world. Augmented
Reality adds another dimension, bringing text to life. Despite
its strengths, there are areas for improvement. For instance,
integrating a handwriting recognizer could speed up writing,
while employing hand gestures with pauses for real-time sys-
tem control could enhance user experience. Additionally, the
system sometimes misidentifies fingertips in the background,
which could be addressed by refining control gestures. Using
a more appropriate dataset and leveraging advanced object
detection algorithms like YOLO v3 could further enhance
fingertip recognition accuracy and speed. Looking ahead,
ongoing advancements in Artificial Intelligence hold promise
for optimizing air-writing efficiency even further.//
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